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Abstract

This chapter presents a basic of the methodology so-called an asymptotic expansion
approach, and applies this method to approximation of prices of currency options with
a libor market model of interest rates and stochastic volatility models of spot exchange
rates. The scheme enables us to derive closed-form approximation formulas for pricing
currency options even with high flexibility of the underlying model; we do not model
a foreign exchange rate’s variance such as in Heston [27], but its volatility that follows
a general time-inhomogeneous Markovian process. Further, the correlations among
all the factors such as domestic and foreign interest rates, a spot foreign exchange rate
and its volatility, are allowed. At the end of this chapter some numerical examples are
provided and the pricing formula is applied to the calibration of volatility surfaces in
the JPY/USD option market.

1. Introduction

In this chapter we present a brief review of an asymptotic expansion approach for
the evaluation problems in finance and give approximation schemes for currency op-
tions under stochastic volatility processes of spot exchange rates in stochastic interest
rates environment as important applications of this methodology. In particular, we use
models of volatility processes, not variance processes such as in [27], and apply a libor
market model developed by Brace, Gatarek and Musiela [7] and Miltersen, Sandmann
and Sondermann [53] to modeling term structures of interest rates. Moreover, the
correlations among all the factors such as domestic and foreign interest rates, a spot
foreign exchange rate and its volatility, are allowed.

Currency options with maturities beyond one year become common in global cur-
rencies’ markets and even smiles or skews for those maturities are frequently observed.
Because it is well known that the effects of interest rates become more substantial in
longer maturities, we have to take term structure models into account for the currency
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options. Further, stochastic volatility models and/or jump components of foreign ex-
change rates are necessary for calibration of smiles and skews. As for term structure
models, market models become popular in matured interest rates markets since cali-
brations of caps, floors and swaptions are required and market models are regarded as
most useful.

Hence, development of a model with stochastic volatilities and/or jumps of ex-
change rates and with a libor market model of interest rates is inevitable. Moreover,
a closed-form formula is desirable in practice especially for calibrations since they
are very time consuming by numerical methods such as Monte Carlo simulation. Be-
cause it is too difficult to obtain an exact closed-form formula, we derive closed-form
approximation formulas by an asymptotic expansion approach where a volatility of
a spot exchange rate follows a general time-inhomogeneous Markovian process, and
domestic and foreign interest rates are generated by a libor market model.

Here is the literature on currency options: Garman and Kohlhagen [19] and Grabbe
[22] started research for currency options based on a contingent claim analysis; the
framework of Black and Scholes [6], Merton [51] and Black [5] was directly applied
to pricing currency options. [22]’s formula also included the case of stochastic interest
rates following Gaussian processes though he did not specify the processes explicitly.
Rumsey [66] and Melino and Turnbull [50] developed models under the deterministic
interest rates assumption.

Amin and Jarrow [3] and Hilliard, Madura and Tucker [28] derived formulas of
currency options with Gaussian stochastic interest rates; in particular, [3] combined
term structure models under the framework of Heath, Jarrow and Morton(HJM) [23]
with currency options.

Amin and Bodurtha [2] and Takahashi and Tokioka [83] gave numerical solutions
to price currency American options with stochastic interest rates by lattice methods;
[2] used HJM [23] models and [83] applied Hull and White [29], [30] term struc-
ture models. Dempster and Hutton [13] considered terminable (Bermudan) differen-
tial swaps with Gaussian interest rates models by using the partial differential equa-
tions(PDE) approach.

Schlögl [70] extended market models to a cross-currency framework. He did not
take stochastic volatilities into account and focus on cross currency derivatives such
as differential swaps and options on differential swaps as examples; currency options
were not considered. Mikkelsen [52] considered cross-currency options with market
models of interest rates and deterministic volatilities of spot exchange rates by simu-
lation. Piterbarg [61] developed a model for cross-currency derivatives such as Power-
Reverse-Dual-Currency(PRDC) swaps with calibration to currency options; neither
market models nor stochastic volatility models were used.

Our asymptotic expansion approach have been applied to a broad class of Itô pro-
cesses appearing in finance. It started with pricing average options; Kunitomo and
Takahashi [38] derived a first order approximation and Yoshida [91] applied an asymp-
totic expansion method developed in statistics for stochastic processes. Takahashi [74],
[75] presented second or third order schemes for pricing various options in a general
Markovian setting with a constant interest rate. [39] provided approximation formulas
for pricing bond options and average options on interest rates in term structure models
of HJM [23] which is not necessarily Markovian.

Moreover, Takahashi and Yoshida [85], [86] extended the method to dynamic port-
folio problems in a general Markovian setting and proposed a new variance reduction
scheme of Monte Carlo simulation with an asymptotic expansion. For mathematical
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validity of the method based on Watanabe [89] in the Malliavin calculus, see Chapter
7 of Malliavin and Thalmaier [48], Yoshida [90], Kunitomo and Takahashi [40] and
Takahashi and Yoshida [85], [86].

Other applications and extensions of asymptotic expansions to numerical prob-
lems in finance are found as follows: Kawai [34], Kobayashi,Takahashi and Tokioka
[36], Takahashi and Saito [77], L¨utkebohmert [42], [43], Kunitomo and Takahashi
[41], Kunitomo and Kim [37], Muroi [55], Takahashi [76], Matsuoka,Takahshi and
Uchida [49], Takahashi and Uchida[84], and Takahashi and Takehara [78], [79], [80].
Moreover, the computation scheme necessary for actual evaluation of the asymptotic
expansion in a general setting is given by Takahashi, Takehara and Toda [81].

The organization of this chapter is as follows: First, after some preliminaries of
mathematics in Section 2., we present the framework of an asymptotic expansion in
Section 3.1. in a general model. Second, Section 4. describes a basic structure of our
cross-currency model as the particular setting. Then, Section 5. applies the asymptotic
expansion approach to the evaluation problem in two different ways. Finally, Section
6. shows numerical examples. Some proofs, computation scheme, and concrete ex-
pressions in propositions and theorems are omitted due to limitation of space and will
be found mainly in [78], [80] and [81].

2. Preliminary Mathematics

We shall first prepare the fundamental results includingTheorem 2.3of Watanabe
[89]. The theory by [89] on the Malliavin Calculus and Theorem 2.2 of Yoshida [90],
[91] are the fundamental ingredients to show the validity of our asymptotic expansion
method.

For our purpose, we shall freely use the notations by Ikeda and Watanabe [31] as
a standard textbook. The interested readers should see Watanabe [88], [89], Ikeda and
Watanabe [31], Yoshida [90], [91], Shigekawa [72] or Nualart [58].

2.1. Some Notations and Definitions

Let W be ther-dimensional Wiener space, which is a Banach space consisting of the
totality of continuous functionsw : [0,T] → Rr (w(0) = 0) with the topology induced
by the norm∥ w ∥= max0≤t≤T |w(t)| . Let alsoH be the Cameron-Martin subspace of
W, whereh(t) = (h j(t)) ∈ H is in W and is absolutely continuous on [0,T] with square
integrable derivativėh(t) endowed with the inner product defined by

< h1,h2 >H=

r∑
j=1

∫ T

0
ḣ j

1(s)ḣ j
2(s)ds . (1)

We shall use the notation of theH−norm as |h|2H =< h,h >H for any h ∈ H.
A function f : W 7→ R is called a polynomial functional if there existn ∈ N,
h1,h2, · · · ,hn ∈ H and a real polynomialp(x1, x2, · · · , xn) of n-variables such that
f (w) = p([h1](w), [h2](w), · · · , [hn](w)) for hi = (h j

i ) ∈ H , where

[hi ](w) =
r∑

j=1

∫ T

0
ḣ j

i dwj (2)

are defined in the sense of Itô’s stochastic integrals.
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The standardLp-norm of R-valued Wiener functionalF is defined by∥F∥p =
(
∫

W
|F|pP(dw))1/p . Also a sequence of the norms ofR-valued Wiener functionalF

for anys ∈ R, andp ∈ (1,∞) is defined by

∥F∥p,s = ∥(I − L)s/2F∥p , (3)

whereL is the Ornstein-Uhlenbeck operator and∥ · ∥p is the Lp-norm. The O-U
operator in (3) means that (I − L)s/2F =

∑∞
n=0(1 + n)s/2JnF , whereJn are the pro-

jection operators in the Wiener’s homogeneous chaos decomposition inL2. They are
constructed by the totality ofR-valued polynomials of degree at mostn denoted by
Pn .

Let P(= P(R)) denote the totality ofR-valued polynomials on the Wiener space
(W,P). ThenP is dense inLp and can be extended to the totality of smooth functionals
S(= S(R)) (theR-valuedC∞ functions with derivatives of polynomial growth orders).
Then we can construct the Banach spaceDs

p as the completion ofP with respect to
∥ · ∥p,s. The dual space ofDs

p is theD−s
q wheres ∈ R, p > 1, and 1/p+ 1/q = 1. Set

D∞ = ∩s>0,1<p<+∞Ds
p,

D−∞ = ∪s>0,1<p<+∞D−s
p ,

D̃
∞
= ∩s>0 ∪1<p<+∞ Ds

p,

and

D̃
−∞
= ∪s>0 ∩1<p<+∞ D−s

p .

More generally, for a separable Hilbert spaceE, a function f : W 7→ E is called
a polynomial functional if there existn ∈ N, h1,h2, · · · ,hn ∈ H and real polynomials
pi(x1, x2, · · · , xn) of n-variables such that

f (w) =
d∑

i=1

pi([h1](w), [h2](w), · · · , [hn](w))ei

for somed ∈ N, wheree1, · · · ,ed ∈ E. The totality ofE−valued polynomial func-
tions and the totality ofE−valued smooth functionals are denoted byP(E) andS(E),
respectively. Then, similar arguments as above hold and we can construct the spaces
Ds

p(E)(s ∈ R, p ∈ (1,∞)), D∞(E), D−∞(E), D̃
∞

(E) and D̃
−∞

(E). We call elements
in Ds

p(E), s≥ 0 Wiener functionals and elements inDs
p(E), s< 0 generalized Wiener

functionals.
For F ∈ P andh ∈ H , the derivative ofF in the direction ofh is defined by

DhF(w) = lim
ε→0

1
ε
{F (w+ εh) − F (w)} . (4)

Then forF ∈ P andh ∈ H there existsDF ∈ P(H ⊗ R)
such thatDhF(w) =< DF(w),h >H , where< · >H is the inner product ofH andDF
is called theH−derivative ofF. Also for F ∈ S there exists a uniqueDF ∈ S(H ⊗ R) .
By extending the above construction forP to S(E), there existsDF ∈ S(H ⊗ E) such
thatDhF(w) =< DF(w),h >H.
By repeating this procedure, we can sequentially define thek−th orderH−derivative
DkF ∈ S(H⊗k ⊗ E) for k ≥ 1 and it is known that the norm∥ · ∥p,s is equivalent to the
norm

∑s
k=0 ∥Dk · ∥p. In particular, forF = (F i) ∈ D1

p(Rd), we define the Malliavin-
covariance by

σMC(F) = (< DF i(w),DF j(w) >H) ( i, j = 1, · · · ,d) . (5)
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The coupling

D−∞(E) < Φ, F >D∞(E), Φ ∈ D−∞(E), F ∈ D∞(E)

is denoted byE[< Φ, F >E] and it is called ageneralized expectation. In particular,
1 ∈ D∞ where 1 is the functional identically equal to 1. Hence, forΦ ∈ D−∞, D−∞ <
Φ,1 >D∞ is called the generalied expectation ofΦ and is denoted by the usual notation
E[Φ] because it is compatible whenΦ ∈ ∪1<p<∞Lp.

2.2. Definitions and Existence of Asymptotic Expansions

Let X(ε)(w) = (X(ε),i(w)) (i = 1, · · · ,d ; ε ∈ (0, 1]) be a Wiener functional with a
parameterε. Then we need to define the asymptotic expansion ofX(ε)(w) with respect
to ε in the proper mathematical sense. Fork > 0 , X(ε)(w) = O(εk) in Ds

p(E) asε ↓ 0
means that

lim sup
ε↓0

∥ X(ε) ∥p,s
εk

< +∞ . (6)

If for all p > 1, s> 0 and everyk = 1,2, · · ·,

X(ε)(w) − (g1 + εg2 + · · · + εk−1gk) = O(εk) (7)

in Ds
p(E) asε ↓ 0, then we say thatX(ε)(w) has an asymptotic expansion :

X(ε)(w) ∼ g1 + εg2 + · · · (8)

in D∞(E) asε ↓ 0 with g1,g2, · · · ∈ D∞(E).
Also if for every k = 1,2, · · ·, there existss > 0 such that, for allp > 1,
X(ε)(w), g1,g2, · · · ∈ D−s

p (E) and

X(ε)(w) − (g1 + εg2 + · · · + εk−1gk) = O(εk) (9)

in D−s
p (E) asε ↓ 0, then we say thatX(ε)(w) ∈ D̃

−∞
(E) has an asymptotic expansion:

X(ε)(w) ∼ g1 + εg2 + · · · (10)

in D̃
−∞

(E) asε ↓ 0 with g1, g2, · · · ∈ D̃
−∞

(E) .

Let S(Rd) be the real Schwartz space of rapidly decreasingC∞-functions onRd

andS′(Rd) be its dual space that is the space of the Schwartz tempered distributions.
Also X(ε) ∈ D∞(Rd) is said to be non-degenerate (in the sense of Malliavin) if for any
p > 1 the Malliavin-covariance ofX(ε) satisfies

sup
ε∈(0,1]

E[
(
det[σMC(X(ε))]

)−p
] < ∞. (11)

Suppose thatX(ε) ∈ D∞(Rd) satisfies the nondegeneracy condition (11). Then, it
has been known that every Schwartz tempered distributionT(x) onRd can be lifted up
or pulled-back to a generalized Wiener functionalT ◦X(ε) (denoted byT(X(ε))) in D̃−∞

under the Wiener map:w ∈ W 7→ X(ε)(w) ∈ Rd. SinceT ◦ X(ε) ∈ D̃−∞, it can act on
any test functional iñD∞, which is much larger thanD∞.

With these formulations and notations we are ready to stateTheorem 2.3of [89].
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Theorem 1 [ Theorem 2.3 of Watanabe [89]] : Let {X(ϵ)(w); ϵ ∈ (0,1]} be a family
of elements inD∞(Rd) such that it has the asymptotic expansion:

X(ϵ)(w) ∼ g1 + ϵg2 + · · · in D∞(Rd) asϵ ↓ 0

with gi ∈ D∞(Rd), i = 1,2, · · · and satisfies

lim sup
ϵ↓0

∥(detσMC(X(ϵ)))−1∥p < ∞ for all 1 < p < ∞ (12)

whereσMC(X(ϵ)) = (σi j (X(ϵ))) is the Malliavin covariance of X(ϵ)(w):
σi j (X(ϵ)) =< DX(ϵ),i(w),DX(ϵ), j(w) >H. Let T ∈ S′(R⌈). Then,Φ(ϵ,w) = T ◦ X(ϵ)(w)
has the asymptotic expansion inD̃−∞ (and a fortiori inD−∞):

Φ(ϵ,w) ∼ ϕ1 + ϵϕ2 + · · · in D̃−∞ asϵ ↓ 0

andϕi ∈ D̃−∞, i = 0,1, · · · are determined by the formal Taylor expansion:

Φ(ϵ,w) = T(g1 + [ϵg2 + ϵ
2g3 + · · ·])

=
∑
α

1
α!

(DαT) ◦ g1[ϵg2 + ϵ
2g3 + · · ·]α

= ϕ1 + ϵϕ2 + · · ·

where (i) the summation is taken over all multi-indices and (ii) for every multi-index
α = (α1, α2, · · · , αd) and a= (a1,a2, · · · ,ad) ∈ Rd, we set as usual

α! = α1!α2! · · ·αd! and aα = aα1
1 aα2

2 · · · a
αd

d .

[90], [91] provided so called “the truncated version” of this theorem. His result
is very important from viewpoint of applications because in his version checking the
non-degeneracy ofX(ϵ)(w) whenϵ = 0 is enough, which is usually much easier than in
the original one. Moreover, he also derived conditional expectation formulas up to the
second order that are very useful to obtain explicit approximations. See [90], [91] for
the detail.

3. An Asymptotic Expansion Approach

3.1. An Asymptotic Expansion in a General Markovian Setting

Let (W,P) be ther-dimensional Wiener space. We consider ad-dimensional diffu-
sion processX(ϵ) = {X(ϵ)

t = (X(ϵ),1
t , · · · ,X(ϵ),d

t )} which is the solution to the following
stochastic differential equation:

dX(ϵ),i
t = Vi

0(X(ϵ)
t , ϵ)dt+ ϵVi(X(ϵ)

t )dWt (i = 1, · · · , d) (13)

X(ϵ)
0 = x0 ∈ Rd

whereW = (W1, · · · ,Wr ) is ar-dimensional standard Wiener process, andϵ ∈ (0,1] is
a known parameter.

Suppose thatV0 = (V1
0 , · · · ,Vd

0 ) : Rd × (0,1] 7→ Rd andV = (V1, · · · ,Vd): Rd 7→
Rd ⊗ Rr satisfy some regularity conditions.(e.g.V0 andV are smooth functions with
bounded derivatives at any order.)
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Next, suppose that a functiong : Rd 7→ R to be smooth and all derivatives have
polynomial growth orders. Then,g(X(ϵ)

T ) has its asymptotic expansion;

g(X(ϵ)
T ) ∼ g0T + ϵg1T + · · ·

in Lp for everyp > 1(or in D∞) asϵ ↓ 0. gnT ∈ D∞(n = 0,1, · · ·), the coefficients in
the expansion, can be obtained by formal Taylor’s formula and represented based on
multiple Wiener-Ito integrals.

Let Akt =
∂kX(ϵ)

t

∂ϵk
|ϵ=0 andAi

kt, i = 1, · · · ,d denote thei-th elements ofAkt. In particu-
lar, A1t is represented by

A1t =

∫ t

0
YtY

−1
u

(
∂ϵV0(X(0)

u , 0)du+ V(X(0)
u )dWu

)
(14)

whereY denotes the solution to the differential equation;

dYt = ∂V0(X(0)
t ,0)Ytdt; Y0 = Id.

Here,∂V0 denotes thed × d matrix whose (j, k)-element is∂kV
j
0 =

∂V j
0(x,ϵ)
∂xk

, V j
0 is the

j-th element ofV0, andId denotes thed × d identity matrix.
For k ≥ 2, Ai

kt, i = 1, · · · ,d is recursively determined by the following:

Ai
kt =

∫ t

0
∂k
ϵV

i
0(X(0)

s ,0)ds (15)

+

k∑
l=1

k!
l!(k− l)!

l∑
β=1

∑
l⃗β∈Lβ,l

∫ t

0

1
β!

d∑
d1,···,dβ=1

∂
β
d1,···,dβ∂

k−l
ϵ Vi

0(X(0)
s ,0)

β∏
j=1

A
d j

l j ,s
ds

+

k∑
β=1

∑
l⃗β∈Lβ,k−1

∫ t

0

1
β!

r∑
α=1

d∑
d1,···,dβ=1

∂
β
d1,···,dβV

i
α(X

(0)
s )

β∏
j=1

A
d j

l j ,s
dWαs ,

where∂l
ϵ =

∂l

∂ϵ l
, ∂βd1,···,dβ =

∂β

∂xd1 ···∂xdβ
and

Lβ,k =

l⃗β = (l1, · · · , lβ); l j ≥ 0( j = 1, · · · , β),
β∑

j=1

l j = k

 .
Then,g0T andg1T can be written as

g0T = g(X(0)
T ),

g1T =

d∑
i=1

∂ig(X(0)
T )Ai

1T .

For n ≥ 2, gnT is expressed as follows:

gnT =
∑
s⃗∈Sn

(
n!

s1! · · · sn!

) n∏
l=1

(
1
l!

)sl ∑
p⃗sl ∈Psl

(
sl !

psl

1 ! · · · psl

d !

)
∂

p
sl
1

1 · · · ∂
p

sl
d

d g(X(0)
T )

d∏
i=1

(
Ai

lT

)p
sl
i

(16)
where

Sn :=

s⃗= (s1, · · · , sn); sl ≥ 0(l = 1, · · · , n),
n∑

l=1

lsl = n

 ,
Ps :=

p⃗s = (ps
1, · · · , ps

d); ps
i ≥ 0(i = 1, · · · ,d),

d∑
i=1

ps
i = s

 .
7



Next, normalizeg(X(ϵ)
T ) to

G(ϵ) =
g(X(ϵ)

T ) − g0T

ϵ

for ϵ ∈ (0,1]. Then,
G(ϵ) ∼ g1T + ϵg2T + · · ·

in Lp for everyp > 1(or inD∞). Moreover, let

V̂(x, t) = (∂g(x))
′
[YTY−1

t V(x)]

and make the following assumption:

(Assumption 1) ΣT =

∫ T

0
V̂(X(0)

t , t)V̂(X(0)
t , t)

′
dt > 0.

Note thatg1T follows a normal distribution with varianceΣT ; the denstiy function of
g1T denoted byfg1T (x) is given by

fg1T (x) =
1

√
2πΣT

exp

(
− x2

2ΣT

)
.

Hence, Assumption 1 means that the distribution ofg1T does not degenerate. In ap-
plication, it is easy to check this condition in most cases. Hereafter, LetS be the real
Schwartz space of rapidly decreasingC∞-functions onR andS′ be its dual space that
is the space of the Schwartz tempered distributions. Next, takeΦ ∈ S′. Then, by
Watanabe theory([89], [90])Φ(G(ϵ)) has an asymptotic expansion inD̃−∞(a fortiori in
D−∞) asϵ ↓ 0. In other words, the expectation ofΦ(G(ϵ)) is expanded aroundϵ = 0 as
follows: ForM = 0,1,2, · · ·,

E[Φ(G(ϵ))] =

M∑
j=0

ϵ j
j∑

m=0

1
m!

E

Φ(m)(g1T)

 ∑
k∈K j,m

C j,m,k
j−m+1∏
n=1

gkn

(n+1)T


 + o(ϵM)

=

M∑
j=0

ϵ j
j∑

m=0

1
m!

E

Φ(m)(g1T)
∑

k∈K j,m

C j,m,kE
[
X j,m,k

∣∣∣ g1T

] + o(ϵM)

=

M∑
j=0

ϵ j
j∑

m=0

1
m!

∫
R
Φ(m)(x)

∑
k∈K j,m

C j,m,kE
[
X j,m,k

∣∣∣ g1T = x
]

fg1T (x)dx+ o(ϵM)

=

M∑
j=0

ϵ j
j∑

m=0

1
m!

∫
R
Φ(x)

∑
k∈K j,m

C j,m,k(−1)m
∂m

∂xm
{E

[
X j,m,k

∣∣∣ g1T = x
]

fg1T (x)}dx+ o(ϵM)

(17)

whereΦ(m)(g1T) = ∂
mΦ(x)
∂xm

∣∣∣∣∣∣
x=g1T

,

K j,m =

(k1, · · · , k j−m+1); kn ≥ 0,
j−m+1∑
n=1

kn = m,
j−m+1∑
n=1

nkn = j

 ,
X j,m,k =

j−m+1∏
n=1

gkn

(n+1)T ,

C j,m,k =

j−m+1∏
n=1

m!
k1! · · · k j−m+1!

.
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As shown under a simple setting in the next subsection, the conditional expec-
tations in (17) can be expressed as linear combinations of a finite number of Hermite
polynomials ofg1T . Then, you can easily implement the differentiation and integration
in (17) using the following property of a Gaussian distribution;

∂

∂x
{Hn(x;Σ) fg1T (x)} = −1

Σ
Hn+1(x;Σ) fg1T (x) (18)

for n ≥ 0 whereHn(x;Σ) is then-th order Hermite polynomial defined by

Hn(x;Σ) := (−Σ)nex2/2Σ dn

dxn
e−x2/2Σ. (19)

These are proven in more general cases by [81] which provides us the methods for ac-
tual computation ofE[X j,m,k|g1T = x] and formulas useful for high-order computation.

Thus, once you compute the conditional expectations explicitly, you also have the
explicit expansion ofE[Φ(G(ϵ))]. Moreover, the asymptotic expansion of the probabil-
ity function ofG(ϵ) can be obtained by lettingΦ beδx, the delta function with a mass
at x.

3.2. An Asymptotic Expansion in a Black-Scholes Economy: a
simple application

In this subsection, the asymptotic expansion approach described so far is applied to an
evaluation problem in a simple Black-Scholes-type economy in order to make a whole
procedure in application clearer.

Let (W,P) be a one-dimensional Wiener space. HereafterP is considered as a
risk-neutral equivalent martingale measure and a risk-free interest rate is set to be
constantly zero for simplicity. Then, the underlying economy is specified with a (R+-
valued)single risky assetS(ϵ) = {S(ϵ)

t } satisfying

S(ϵ)
t = S0 + ϵ

∫ t

0
σ(S(ϵ)

s , s)dWs (20)

whereϵ ∈ (0, 1] is a constant parameter;σ: R2
+ 7→ R satisfies some regularity condi-

tions. We will consider the following pricing problem;

V(0,T) = E[Φ(S(ϵ)
T )] (21)

whereΦ is a payoff function andE[ · ] is an expectation operator under the probability
measureP. For their rigorous definitions, see Section 2.

Let Akt =
∂kS(ϵ)

t

∂ϵk
|ϵ=0. Here we representA1t, A2t andA3t explicitly by

A1t =

∫ t

0
σ(S(0)

s , s)dWs, (22)

A2t = 2
∫ t

0
∂σ(S(0)

s , s)A1sdWs, (23)

A3t = 3
∫ t

0

(
∂2σ(S(0)

s , s)(A1s)
2 + ∂σ(S(0)

s , s)(A2s)
)
dWs (24)
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recursively and thenS(ϵ)
T has its asymptotic expansion

S(ϵ)
T = S0 + ϵA1T +

ϵ2

2!
A2T +

ϵ3

3!
A3T + o(ϵ3). (25)

Note thatS(0)
t = limϵ↓0 S(ϵ)

t = S0 for all t.
Next, normalizeS(ϵ)

T with respect toϵ as

G(ϵ) =
S(ϵ)

T − S(0)
T

ϵ

for ϵ ∈ (0,1]. Then,

G(ϵ) = A1T +
ϵ

2!
A2T +

ϵ2

3!
A3T + o(ϵ2) (26)

in LP for everyp > 1. Here the following assumption is made:

ΣT =

∫ T

0
σ2(S(0)

t , t)dt > 0. (27)

Note thatA1T follows a normal distribution with mean 0 and varianceΣT , and hence
this assumption means that the distribution ofA1T does not degenerate. It is clear that
this assumption is satisfied whenσ(S(0)

t , t) > 0 for somet > 0.

Then settingM = 2, (17), the expansion ofE
[
Φ(G(ϵ))

]
, is written as follows in

the setting we are considering (hereafter in this section the asymptotic expansion of
E[Φ(G(ϵ))] up to the second order will be considered):

E[Φ(G(ϵ))] =

∫
R
Φ(x) fA1T (x)dx+ ϵ

∫
R
Φ(x)(−1)

∂

∂x
{E [A2T |A1T = x] fA1T (x)}dx

+ ϵ2
(∫

R
Φ(x)(−1)

∂

∂x
{E [A3T |A1T = x] fA1T (x)}dx

+
1
2

∫
R
Φ(x)(−1)2

∂2

∂x2
{E

[
(A2T)2 |A1T = x

]
fA1T (x)}dx

)
+ o(ϵ2).

(28)

where fA1T (x) is a probability density function ofA1T following a normal distribution;

fA1T (x) :=
1

√
2πΣT

exp

(
− x2

2ΣT

)
. (29)

Then, all we have to do to evaluate this expansion is a computation of the conditional
expectations in (28).

In the following, it will be shown thatA2T , A3T , (A2T)2 can be expressed as sum-
mations of a finite number of iterated Itô integrals. First, note thatA2T is

A2T = 2
∫ T

0

∫ t1

0
∂σ(S(0)

t1 , t1)σ(S(0)
t2 , t2)dWt2dWt1, (30)

that is a twice-iterated Itô’ integral.
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Next, by application of It̂o’s formula to (24) we obtain

A3T = 6
∫ T

0

∫ t1

0

∫ t2

0
∂σ(S(0)

t1 , t1)∂σ(S(0)
t2 , t2)σ(S(0)

t3 , t3)dWt3dWt2dWt1

+ 6
∫ T

0

∫ t1

0

∫ t2

0
∂2σ(S(0)

t1 , t1)σ(S(0)
t2 , t2)σ(S(0)

t3 , t3)dWt3dWt2dWt1

+ 3
∫ T

0

∫ t1

0
∂2σ(S(0)

t1 , t1)σ2(S(0)
t2 , t2)dt2dWt1. (31)

Similarly, we have

(A2T)2 = 16
∫ T

0

∫ t1

0

∫ t2

0

∫ t3

0
∂σ(S(0)

t1 , t1)∂σ(S(0)
t2 , t2)σ(S(0)

t3 , t3)σ(S(0)
t4 , t4)dWt4dWt3dWt2dWt1

+ 8
∫ T

0

∫ t1

0

∫ t2

0

∫ t3

0
∂σ(S(0)

t1 , t1)σ(S(0)
t2 , t2)∂σ(S(0)

t3 , t3)σ(S(0)
t4 , t4)dWt4dWt3dWt2dWt1

+ 8
∫ T

0

∫ t1

0

∫ t2

0
∂σ(S(0)

t1 , t1)∂σ(S(0)
t2 , t2)σ2(S(0)

t3 , t3)dt3dWt2dWt1

+ 8
∫ T

0

∫ t1

0

∫ t2

0
∂σ(S(0)

t1 , t1)∂σ(S(0)
t2 , t2)σ(S(0)

t2 , t2)σ(S(0)
t3 , t3)dWt3dt2dWt1

+ 8
∫ T

0

∫ t1

0

∫ t2

0

(
∂σ(S(0)

t1 , t1)
)2
σ(S(0)

t2 , t2)σ(S(0)
t3 , t3)dWt3dWt2dt1

+ 4
∫ T

0

∫ t1

0

(
∂σ(S(0)

t1 , t1)
)2
σ2(S(0)

t2 , t2)dt2dt1. (32)

Moreover, there is a well-known result on conditional expectations of iterated Itô
integrals.

Proposition 1 Let Jn( fn) denote the n-times iterated Itô integral of L2(Tn)-function
fn:

Jn( fn) :=
∫ T

0

∫ t1

0
· · ·

∫ tn−1

0
fn(t1, · · · , tn)dWtn · · ·dWt2dWt1

for n ≥ 1 and J0( f0) := f0(constant).
Then, its expectation conditional on J1(q) = x is given by

E[Jn( fn)|J1(q) = x] =

(∫ T

0

∫ t1

0
· · ·

∫ tn−1

0
fn(t1, · · · , tn)q(t1) · · ·q(tn)dtn · · ·dt2dt1

) Hn(x; ∥q∥2
L2(T)

)

(∥q∥2
L2(T)

)n

(33)
whereT = [0,T] and ti ∈ T(i = 1,2, · · · ,n).

(proof)See [59] or [81].�

Then, thanks to this proposition, the conditional expectations in (28) can be com-
puted as

E[A2T |A1T = x] =

(
2
∫ T

0

∫ t1

0
∂σ(S(0)

t1 , t1)σ(S(0)
t1 , t1)σ2(S(0)

t2 , t2)dt2dt1

)
H2(x;ΣT)

Σ2
T

(34)

E[A3T |A1T = x] =

(
6
∫ T

0

∫ t1

0

∫ t2

0
∂σ(S(0)

t1 , t1)σ(S(0)
t1 , t1)∂σ(S(0)

t2 , t2)σ(S(0)
t2 , t2)σ2(S(0)

t3 , t3)dt3dt2dt1
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+ 6
∫ T

0

∫ t1

0

∫ t2

0
∂2σ(S(0)

t1 , t1)σ(S(0)
t1 , t1)σ2(S(0)

t2 , t2)σ2(S(0)
t3 , t3)dt3dt2dt1

)
H3(x;ΣT)

Σ3
T

+

(
3
∫ T

0

∫ t1

0
∂2σ(S(0)

t1 , t1)σ(S(0)
t1 , t1)σ2(S(0)

t2 , t2)dt2dt1

)
H1(x;ΣT)
ΣT

(35)

and

E[(A2T)2|A1T = x]

=

(
16

∫ T

0

∫ t1

0

∫ t2

0

∫ t3

0
∂σ(S(0)

t1 , t1)σ(S(0)
t1 , t1)∂σ(S(0)

t2 , t2)σ(S(0)
t2 , t2)σ2(S(0)

t3 , t3)σ2(S(0)
t4 , t4)dt4dt3dt2dt1

+ 8
∫ T

0

∫ t1

0

∫ t2

0

∫ t3

0
∂σ(S(0)

t1 , t1)σ(S(0)
t1 , t1)σ2(S(0)

t2 , t2)∂σ(S(0)
t3 , t3)σ(S(0)

t3 , t3)σ2(S(0)
t4 , t4)dt4dt3dt2dt1

)
H4(x;ΣT)

Σ4
T

+

(
16

∫ T

0

∫ t1

0

∫ t2

0
∂σ(S(0)

t1 , t1)σ(S(0)
t1 , t1)∂σ(S(0)

t2 , t2)σ(S(0)
t2 , t2)σ2(S(0)

t3 , t3)dt3dt2dt1

+ 8
∫ T

0

∫ t1

0

∫ t2

0

(
∂σ(S(0)

t1 , t1)
)2
σ2(S(0)

t2 , t2)σ2(S(0)
t3 , t3)dt3dt2dt1

)
H2(x;ΣT)

Σ2
T

+ 4
∫ T

0

∫ t1

0

(
∂σ(S(0)

t1 , t1)
)2
σ2(S(0)

t2 , t2)dt2dt1. (36)

Substituting these into (28), we have the asymptotic expansion ofE
[
Φ(G(ϵ))

]
up

to ϵ2-order.

Here, at the end of this subsection, we state a brief summary. In the Black-Scholes-
type economy, we considered the risky assetS(ϵ) and evaluate some quantities, ex-
pressed as an expectation of the function of the price in the future, such as prices or
risk sensitivities of the securities on this asset. First we expanded them around the
limit to ϵ = 0 so that we obtained the expansion (28) which contains some conditional
expectations. Then, we gave the explicit expressions of these conditional expectation.
Finally, substituting computation results into (28), the asymptotic expansion of those
quantities was obtained.

Even in applications under more complicated settings such as presented in Section
5. you can follow the procedure in this subsection in the same manner.

4. European Currency Options with a Market Model
of Interest Rates and Stochastic Volatility Models of Spot
Exchange Rates

This section describes the framework of the cross-currency market according to [78]
to which our asymptotic expansion approach will be applied in the next section.

Let (Ω,F , P̃, {Ft}0≤t≤T∗<∞) be a complete probability space with filtration satisfy-
ing the usual conditions. First we briefly state the basics of European currency options.
The payoffs of call and put options with maturityT ∈ (0,T∗] and strike rateK > 0
are expressed as (S(T) − K)+ and (K − S(T))+ respectively whereS(t) denotes the
spot exchange rate at timet ≥ 0 andx+ denotes max(x,0). For a while we concen-
trate on the valuation of a call option since the value of a put option can be obtained
through the put-call parity or similar method. We also note that the spot exchange
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rateS(T) can be expressed in terms of a foreign exchange forward(forex forward) rate
with the same maturityT. That is,S(T) = FT(T) whereFT(t), t ∈ [0,T] denotes
the timet value of the forex forward rate with maturityT. It is well known that the
arbitrage-free relation between the forex spot rate and the forex forward rate are given
by FT(t) = S(t) Pf (t,T)

Pd(t,T) wherePd(t,T) andPf (t,T) denote the timet values of domestic
and foreign zero coupon bonds with maturityT respectively.

Hence, our objective is to obtain the present value of the payoff (FT(T) − K)+. In
particular, we need to evaluate:

V(0;K,T) = Pd(0,T)EP [
(FT(T) − K)+

]
(37)

whereV(0;T,K) denotes the value of an European call option at time 0 with maturity
T and strike rateK, andEP[·] denotes the expectation operator under EMM(Equivalent
Martingale Measure)P ∼ P̃ whose associated numeraire is the domestic zero coupon
bond maturing atT (we use a term ofthe domestic terminal measurein what follows).
Then, the dynamics governingFT(T) under the domestic terminal measure are neces-
sary for pricing the option. For this objective, a market model and stochastic volatility
models possibly with jumps are applied to modeling interest rates’ and the spot ex-
change rate’s dynamics respectively.

In the rest of this section, we describe briefly the model to which an asymptotic
expansion approach will be applied in the following sections, where some appropriate
regularity conditions are implicitly assumed without mentioned.

We first define domestic and foreign forward interest rates asfd j(t) =(
Pd(t,T j )

Pd(t,T j+1) − 1
)

1
τ j

and f f j(t) =
(

Pf (t,T j )
Pf (t,T j+1) − 1

)
1
τ j

respectively, wherej = n(t),n(t) +

1, · · · ,N, τ j = T j+1 − T j andn(t) = min{i : t ≤ Ti}. We also define spot interest
rates to the nearest fixing date denoted byfd,n(t)−1(t) and f f ,n(t)−1(t) as fd,n(t)−1(t) =(

1
Pd(t,Tn(t))

− 1
)

1
(Tn(t)−t) and f f ,n(t)−1(t) =

(
1

Pf (t,Tn(t))
− 1

)
1

(Tn(t)−t) . Finally, we setT = TN+1

and will abbreviateFTN+1(t) to FN+1(t) in what follows.
R++-valued processes of domestic forward interest rates under the domestic termi-

nal measure can be specified as; forj = n(t) − 1,n(t), n(t) + 1, · · · ,N,

fd j(t) = fd j(0)+
∫ t

0
fd j(s)γ̃

′

d j(s)
N∑

i= j+1

g̃di(s)ds+
∫ t

0
fd j(s)γ̃

′

d j(s)dWs (38)

whereg̃di(t) := −τi fdi(t)γ̃di(t)
1+τi fdi(t)

; x
′

denotes the transpose ofx, andW is a D dimensional
standard Wiener process under the domestic terminal measure; ˜γd j(t) is a function of
time-parametert. Similarly, R++-valued processes of foreign ones under the foreign
terminal measure are specified as

f f j(t) = f f j(0)+
∫ t

0
f f j(s)γ̃

′

f j(s)
N∑

i= j+1

g̃f i(s)ds+
∫ t

0
f f j(s)γ̃

′

f j(s)dWf
s (39)

whereg̃f i(t) := −τi f f i (t)γ̃ f i (t)
1+τi f f i (t)

; W f is aD dimensional standard Wiener process under the
foreign terminal measure and ˜γ f j(t) is a function oft.

Finally, it is assumed that the spot exchange rateS(t) and its volatilityσ̃(t) follow
R++-valued stochastic processes as below respectively under the domestic risk neutral
measure:

S(t) = S(0)+
∫ t

0
S(s)(rd(s) − r f (s))ds+

∫ t

0
S(s)σ̃(s)σ̄

′
dŴs +

∫ t

0
S(s)dÃs
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σ̃(t) = σ̃(0)+
∫ t

0
µ̂(σ̃(s), s)ds+

∫ t

0
ω̃
′
(σ̃(s), s)dŴs (40)

whereŴ is aD dimensional standard Wiener process under the domestic risk neutral
measure andrd(t) and r f (t) denote domestic and foreign instantaneous spot interest
rates respectively; ¯σ denotes aRD-valued constant vector satisfying||σ̄|| = 1, and
ω̃(x, t) is a function ofx andt. Ã is some martingale possibly with jumps and indepen-
dent ofW(then independent ofW f andŴ as well), which will be restricted to a certain
class in Section 5.2.

In the model, the volatility of the forex spot rate process is allowed to be general
time-inhomogeneous Markovian while the interest rates’ volatilities are specified as
a log-normal structure. Note that the correlations’ structure among domestic/foreign
interest rates, the spot exchange rate and its volatility can be represented through ˜γd j(t),
γ̃ f j(t), σ̄ andω̃(σ̃(t), t). It is also noted that our methodology can be applied not only in
a Markovian setting but also in a non-Markovian framework as long as the uncertainty
is generated by Wiener processes.

Moreover, we have the following well known relations among Wiener processes
under different probability measures;

Wt = Ŵt −
∫ t

0
σ̃dN+1(s)ds

= W f
t +

∫ t

0
{σ̃ f N+1(s) − σ̃dN+1(s) + σ̃(s)σ̄}ds

whereσ̃dN+1(t) andσ̃ f N+1(t) are volatilities of the domestic and foreign zero coupon
bonds with the maturityTN+1, that is,

σ̃dN+1(t) :=
∑

i∈JN+1(t)

g̃di(t), σ̃ f N+1(t) :=
∑

i∈JN+1(t)

g̃f i(t)

andJ j+1(t) = {n(t) − 1,n(t),n(t) + 1, · · · , j}. Becauseγ f j(t) = 0 andγd j(t) = 0 for all
j such thatT j ≤ t, the set of indicesJ j+1(t) can be replaced bŷJ j+1 := {0,1, · · · , j},
which does not depend ont.

Using above equations, we can unify expressions of those processes under different
measures into ones under the same measure, the domestic terminal measureP:

f f j(t) = f f j(0)+
∫ t

0
f f j(s)γ̃

′

f j(s)

− ∑
i∈Ĵ j+1

g̃f i(s) +
∑

i∈ĴN+1

g̃di(s) − σ̃(s)σ̄

 ds

+

∫ t

0
f f j(u)γ̃

′

f j(u)dWu (41)

σ̃(t) = σ̃(0)+
∫ t

0
µ(s)ds+

∫ t

0
ω̃
′
(σ̃(s), s)dWs (42)

whereµ(t) is defined as

µ(t) := µ̂(σ̃(t), t) + ω̃
′
(σ̃(t), t)σ̃dN+1(t).

SinceFN+1(t) can be expressed as

FN+1(t) = S(t)
Pf (t,TN+1)

Pd(t,TN+1)
, (43)
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we easily notice that it is a martingale under the domestic terminal measure. Conse-
quently, we can obtain its process with application of Itô’s formula to (43):

FN+1(t) = FN+1(0)+
∫ t

0
σ̃
′

F(s)dWs +

∫ t

0
F(s)dÃs (44)

where σ̃F(t) := FN+1(t)

[
σ̃ f N+1(t) − σ̃dN+1(t) + σ̃(t)σ̄

]

= FN+1(t)

 ∑
j∈ĴN+1

{−τ j f f j(t)γ̃ f j(t)

1+ τ j f f j(t)
−
−τ j fd j(t)γ̃d j(t)

1+ τi fd j(t)

}
+ σ̃(t)σ̄

 .(45)

It is obviously that the process of the forex forward is too complicated to derive the
closed-form formula of option prices. Thus, approximation schemes based on an
asymptotic expansion will be applied in the following sections.

Despite this difficulty, we here emphasize the generality and importance of our
framework investigated in this work: For the stochastic volatility, a general time-
inhomogeneous Markovian process is assumed, which is not necessarily classified in
the affine model such as in [27]; Any correlation structure can be considered; In ad-
dition, we can incorporate a jump process in our model. These settings are flexible
enough to capture the complexity of movements of the underlying asset and to cali-
brate our model to the market with ease even in the severely skewed environment as in
a recent JPY-USD market, as shown in Section 6.3.

5. Applications of the Asymptotic Expansion Ap-
proach to Currency Options

This section applies an asymptotic expansion approach in Section 3.1. to evaluation
of currency option prices in the environment described so far. Particularly, first we
present a natural application of the method according to [78], which is henceforth
called ‘a standard scheme,’ and then show another application in a somewhat different
way, which is called ‘a hybrid scheme,’ proposed by [80]. The latter is applicable even
when the dynamics of the spot forex contains a certain class of jumps.

5.1. A Standard Scheme

This subsection presents a standard way of application of an asymptotic expansion to
option pricing problem under the setting described in Section 4. Details are sometimes
omitted due to limitation of space and found in [78].

First the processes off (ϵ)
d j (t), f (ϵ)

f j (t),σ(ϵ)(t) andF(ϵ)
N+1(t) under the domestic terminal

measureP are redefined in the framework of the asymptotic expansion method as
follows;

for j = n(t) − 1,n(t),n(t) + 1, · · · ,N,

f (ϵ)
d j (t) = fd j(0)+ ϵ2

∫ t

0
f (ϵ)
d j (u)γ

′

d j(s)
N∑

i= j+1

g(ϵ)
di (s)ds+ ϵ

∫ t

0
f (ϵ)
d j (s)γ

′

d j(s)dWs (46)

f (ϵ)
f j (t) = f (ϵ)

f j (0)+ ϵ2
∫ t

0
f (ϵ)
f j (u)γ

′

f j(u)

− ∑
i∈Ĵ j+1

g(ϵ)
f i (s) +

∑
i∈ĴN+1

g(ϵ)
di (s) − σ(ϵ)(s)σ̄

 ds
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+ϵ

∫ t

0
f (ϵ)
f j (s)γ

′

f j(s)dWs (47)

σ(ϵ)(t) = σ(0)+
∫ t

0
µ(ϵ)(s)ds+ ϵ

∫ t

0
ω
′
(σ(ϵ)(s), s)dWs (48)

F(ϵ)
N+1(t) = FN+1(0)+ ϵ

∫ t

0
σ(ϵ)′

F (s)dWs (49)

where

σ(ϵ)
F (t) := F(ϵ)

N+1(t)[σ(ϵ)
f N+1(t) − σ(ϵ)

dN+1(t) + σ(ϵ)(t)σ̄]

= F(ϵ)
N+1(t)

 ∑
j∈ĴN+1

−τ j f
(ϵ)
f j (t)γ f j(t)

1+ τ j f
(ϵ)
f j (t)

−
−τ j f

(ϵ)
d j (t)γd j(t)

1+ τi f
(ϵ)
d j (t)

 + σ(ϵ)(t)σ̄


and

g(ϵ)
di (t) :=

τi f
(ϵ)
di (t)γdi(t)

1+ τi f
(ϵ)
di (t)

, g(ϵ)
f i (t) :=

τi f
(ϵ)
f i (t)γ f i(t)

1+ τi f
(ϵ)
f i (t)

.

Here,γ̃d j(t), γ̃ f j(t), σ̃(t) andω̃(σ(ϵ)(t), t) in the previous section are replaced byϵγd j(t),
ϵγ f j(t), ϵσ(t), andϵω(σ(ϵ)(t), t) respectively. Moreover, in this subsection it is assumed
that there is no uncertainty such as jumps except for Wiener processes we have de-
fined(i.e. Ã ≡ 0). Under certain appropriate conditions onµ(ϵ)(t) andω(σ(ϵ)(t), t), the
system of SDEs (46), (47), (48) and (49) have their unique solutionsf (ϵ)

d j (t), f (ϵ)
f j (t),

σ(ϵ)(t) andF(ϵ)
N+1(t). Note that the limiting processes of these processes are determinis-

tic:

f (0)
f j (t) := lim

ϵ↓0
f (ϵ)
f j (t) = f f j(0), f (0)

d j (t) := lim
ϵ↓0

f (ϵ)
d j (t) = fd j(0)

and σ(0)(t) := lim
ϵ↓0
σ(ϵ)(t) = σ(0)+

∫ t

0
lim
ϵ↓0
µ(ϵ)(s)ds.

In what follows, substitution ‘ϵ = 0’ into each variable will be frequently used instead
of taking its limit asϵ ↓ 0. Moreover, the maturity of the optionTN+1 will be abbrevi-
ated asT.

Next, substitutingX(ϵ) =
(
X(ϵ),1, · · · ,X(ϵ),2N+4

)
=

(
F(ϵ)

N+1, { f
(ϵ)
d j }Nj=0, { f

(ϵ)
f j }Nj=0, σ

(ϵ)
)
,

g(X(ϵ)
T ) = X(ϵ),1

T = F(ϵ)
N+1(T) and M = 2 into the setting of Section 3.1., we have the

following expansion.

Proposition 2 The asymptotic expansion of G(ϵ)
F =

F(ϵ)
N+1(T)−FN+1(0)

ϵ
up to ϵ2-order is

given as follows:

G(ϵ)
F = A⟨1⟩T +

ϵ

2!
A⟨2⟩T +

ϵ2

3!
A⟨3⟩T + o(ϵ2) (50)

where A⟨k⟩t , k = 1,2,3 are obtained by formal Taylor’s expansion of F(ϵ)
N+1(t),

∂kF(ϵ)
N+1(t)
∂ϵk
|ϵ=0, or substitution of X(ϵ) =

(
F(ϵ)

N+1, { f
(ϵ)
d j }Nj=0, { f

(ϵ)
f j }Nj=0, σ

(ϵ)
)

into (15). For de-
tails see [78].
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Note that the first order termA⟨1⟩T =
∫ T

0
σ(0)

F (s)′dWs follows normal distribution with
mean 0 and varianceΣ:

Σ :=
∫ T

0
∥σ(0)

F (s)∥2ds. (51)

With the expansion ofG(ϵ)
F in Proposition 2, we now focus on pricing options. Here-

after, we will consider a call option with strike rateKϵ whereKϵ is defined for some
arbitraryy ∈ R asKϵ := FN+1(0) − ϵy. Then, the discounted value of the option is
given by

V(0;Kϵ ,T)
Pd(0,T)

= EP[(F(ϵ)
N+1(T) − Kϵ)

+] = EP[ϵ(G(ϵ)
F + y)+] (52)

Thus, lettingΦ in Section 3.1. beΦ(x) = Pd(0,T)ϵ(x+ y)+, we obtain the asymptotic
expansion of the option price with respect toϵ as the following theorem through eval-
uation of conditional expectations.

Theorem 2 We define Kϵ := FN+1(0)− ϵy for some arbitrary y∈ R and suppose that
Σ > 0.
Then an asymptotic expansion of V(0;T,Kϵ), the value of the option with strike rate
Kϵ , up toϵ3-order is given as follows:

V(0;Kϵ ,T) = Pd(0,T)

[
ϵy

∫ ∞

−y
ϕ0,Σ(x)dx+ ϵ

∫ ∞

−y
xϕ0,Σ(x)dx

+
ϵ2

2

∫ ∞

−y
EP[A⟨2⟩T |A

⟨1⟩
T = x]ϕ0,Σ(x)dx

+
ϵ3

6

∫ ∞

−y
EP[A⟨3⟩T |A

⟨1⟩
T = x]ϕ0,Σ(x)dx+

ϵ3

48
(EP[(A⟨2⟩)2|A⟨1⟩T = x]ϕ0,Σ(x))x=−y

]
+ o(ϵ3) (53)

whereϕµ,Σ(x) is defined by

ϕµ,Σ(x) =
1
√

2πΣ
exp

(
− (x− µ)2

2Σ

)
. (54)

The conditional expectations appearing in the above equation are eventually expressed
as linear combinations of Hermite polynomials;

EP[A⟨2⟩T |A
⟨1⟩
T = x] = C2,1

x
Σ
+C2,2(

x2

Σ2
− 1
Σ

) (55)

EP[A⟨3⟩T |A
⟨1⟩
T = x] = C3,1

x
Σ
+C3,2(

x2

Σ2
− 1
Σ

) +C3,3(
x3

Σ3
− 3x
Σ2

) (56)

EP[(A⟨2⟩T )2|A⟨1⟩T = x] = C4,0 +C4,1
x
Σ
+C4,2(

x2

Σ2
− 1
Σ

)

+C4,3(
x3

Σ3
− 3x
Σ2

) +C4,4(
x4

Σ4
− 6x2

Σ3
+

3
Σ2

) (57)

where C2,1,C2,2,C3,1,C3,2,C3,3,C4,0,C4,1,C4,2,C4,3, and C4,4 are some constants. Cal-
culation procedures of these quantities are found in Appendix of [78] and those under
a more general framework are in [81].
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Remark 1 In practice, we are often interested in the accuracy of our formulas for the
prices of options whose underlying variables follow the SDEs (38), (41) and (42) with
a particular set of parameters such asγ̃d j(t), γ̃ f j(t), σ̃(0) , µ(t) and ω̃(σ̃(t), t). From
this point of view, given some particular value ofϵ, γd j(t), γ f j(t), σ(0), µ(ϵ)(t) and
ω(σ(ϵ)(t), t) in (46), (47) and (48) should be scaled so thatϵγd j(t) = γ̃d j(t), ϵγ f j(t) =
γ̃ f j(t), ϵσ(0) = σ̃(0), ϵµ(ϵ)(t) = µ(t) and ϵω(σ(t), t) = ω̃(σ̃(t), t) for an arbitrary
t ∈ [0,T]. For instance,γ(t) is defined asγ(t) := γ̃(t)

ϵ
whereϵ is fixed at a pre-specified

constant through our procedure of expansions. Moreover, it can be shown that the
approximated prices are unchanged whateverϵ ∈ (0, 1] is taken in evaluation, as long
as above conditions are met.

5.2. A Hybrid Scheme

This subsection introduces another ‘hybrid’ scheme developed by [80]. In this scheme,
the option price will be derived via Fourier inversion of the characteristic func-
tion(henceforth sometimes called ch.f.) of the log-forward forex. Since the under-
lying framework of a standard cross-currency model with libor market models we are
discussing is too complicated to obtain the closed-form solution of the ch.f., we ap-
proximate it with the asymptotic expansion. Moreover, in order to increase accuracy
of our method, a certain change of the probability measure and a transformation of
variable will be also applied, those are reasons why the method is called ‘hybrid’.
Finally, the asymptotic expansion will be used as a control variable in Monte Carlo
simulations to accelerate their convergence.

5.2.1. A Pricing Problem Revisited

In this subsection, we allow existence of the martingaleÃ possibly with jumps and
independent of Wiener processes we have defined, which will be somewhat restricted
later.

Our objective is to evaluate the following quantity;

V(0;K,T) = Pd(0,T) × EP [
(FT(T) − K)+

]
. (58)

With a log-price of the forex forwardfT(t) := ln( FT (t)
FT (0)), (58) can be rewritten as:

V(0;K,T) = Pd(0,T) × FT(0) EP
[
(efT (T) − ek)+

]
wherek := ln( K

FT (0)) denotes a log-strike rate. Here we note thatefT (T) = FT(T) is a
martingale under the domestic terminal measure.

Carr and Madan [10] proposed another expression of option prices as some Fourier
inversion of the characteristic function of the logarithm of the underlying asset.

Proposition 3 Let ΦP
T(u) denote a characteristic function of fT(T) under P. Then,

V(0;K,T) is given by:

V(0;K,T) = Ψ(ΦP
T ; FT(0),K,T) (59)

where

Ψ(Φ; F,K,T) := Pd(0,T) ×
[
F

1
2π

∫ ∞

−∞
e−iukγ(u;Φ)du+ (F − K)+

]
, (60)

γ(u;Φ) :=
Φ(u− i) − 1
iu(1+ iu)

and i :=
√
−1. (61)
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Then, we need to know the characteristic function offT(T) under the domestic
terminal measureP for pricing the option. In particular, in our setting the log-forex
forward fN+1(t) = ln( FN+1(t)

FN+1(0)) follows

fN+1(t) = ln(
FN+1(t)
FN+1(0)

) = Z(t) + A(t) (62)

whereZ(t) is an exponential-martingale continuous process given by

Z(t) = −1
2

∫ t

0
||σ̃Z(s)||2 ds+

∫ t

0
σ̃
′

Z(s)dWs (63)

where

σ̃Z(t) :=
∑

j∈ĴN+1

(
g̃f j(t) − g̃d j(t)

)
+σ̃(t)σ̄

=
∑

j∈ĴN+1

(−τ j f f j(t)γ̃ f j(t)

1+ τ j f f j(t)
−
−τ j fd j(t)γ̃d j(t)

1+ τi fd j(t)

)
+ σ̃(t)σ̄

andA(t) denotes a continuous or jump process that is an exponential-martingale inde-
pendent fromZ(t) which is directly derived by application of It ˆo’s fornula. Further, we
assume that the characteristic function ofA(t) is known in closed-form. e.g.A(t) is a
compound Poisson process, a variance gamma process, an inverse Gaussian process,
a CGMY model or a Ĺevy process appearing in the Stochastic Skew Model(Carr and
Wu [11]).

5.2.2. A Transformation of the Underlying Stochastic Differential Equa-
tions

Let ΦP
N+1(t,u) denote the characteristic function offN+1(t) underP. Then,ΦP

N+1(t,u)
can be decomposed as;

ΦP
N+1(t, u) = ΦP

Z(t,u)ΦP
A(t,u) (64)

whereΦP
Z(t,u) andΦP

A(t,u) denote the characteristic functions ofZ(t) andA(t) under
P, respectively.

For evaluation of European currency options, an explicit expression ofΦP
N+1(T,u)

is necessary. However, the processZ(t) is too complicated to obtain the analytical
expression ofΦP

Z(T,u) (see Section 6.3.2 in Brigo and Mercurio [8] or Section 25.5 in
Björk [9] ) while that ofΦP

A(T,u) is assumed to be known. Then, later we will suggest
to utilize the asymptotic expansion for the approximation ofΦP

Z(T,u).

In (63), Z(t), the key process for evaluation of options, has a nonzero drift. Thus,
unless we provide the approximation which has not any error in the drift term, even the
first moment(i.e. the expectation value) of that approximation will not match the tar-
get’s. Contrarily, if we can eliminate its drift term by some means, that is the objective
process will be a martingale, its first moment can be much easily kept by using a mar-
tingale process as an approximation. In this light, here we consider a certain change
of measures so that the main objective process of our expansion will be martingale.

19



For a fixedu(an argument ofΦP
Z(T,u)) we define a new probability measureQu on

(Ω,FT) with the Radon-Nikodym derivative of

dQu

dP
= exp

(
−1

2

∫ T

0
||λu(s)||2 ds−

∫ T

0
λ
′

u(s)dWs

)
(65)

where

λu(t) :=
(
(−iu) + i

√
u2 + iu

)
σ̃Z(t) = h̃(u)σ̃Z(t)

andh̃(u) := (−iu) + i
√

u2 + iu.
ThenΦP

Z(T,u), the characteristic function ofZ(T) under the measureP, is ex-
pressed as that of another random variableẐ(T) underQu with a transformation of
variableh(·):

ΦP
Z(T,u) = EP [

exp(iuZ(T))
]

= EQu

[
exp

(
ih(u)

∫ T

0
σ̃
′

Z(s)dWQu
s

)]
=: ΦQu

Ẑ
(T,h(u)) (66)

whereEQu[·] is an expectation operator underQu; WQu
t := Wt +

∫ t

0
λ
′
u(s)ds is now

a Wiener process under that measure;ΦQu

Ẑ
(t, v) denotes the characteristic function of

Ẑ(t) :=
∫ t

0
σ̃
′

Z(s)dWQu
s underQu andh(u) :=

√
u2 + iu.

Now, we have the martingale objective process for the approximation. Then, in the
following, we will apply the asymptotic expansion method to the underlying system
of stochastic differential equations underQu.

5.2.3. Approximating the Characteristic Function by an Asymptotic Ex-
pansion

Here, to fit the framework of the asymptotic expansion, the processes off (ϵ)
d j (t), f (ϵ)

f j (t)

andσ(ϵ)(t) in (38), (41) and (42) are again redefined under the measureQu with a
parameterϵ as follows;

for j = n(t) − 1,n(t),n(t) + 1, · · · ,N,

f (ϵ)
d j (t) = fd j(0)+ ϵ2

∫ t

0
f (ϵ)
d j (s)γ

′

d j(s)
N∑

i= j+1

g(ϵ)
di (s)ds

−ϵ2h̃(u)
∫ t

0
f (ϵ)
d j (s)γ

′

d j(s)σ
(ϵ)
Z (s)ds+ ϵ

∫ t

0
f (ϵ)
d j (s)γ

′

d j(s)dWQu
s (67)

f (ϵ)
f j (t) = f (ϵ)

f j (0)+ ϵ2
∫ t

0
f (ϵ)
f j (s)γ

′

f j(s)

− ∑
i∈Ĵ j+1

g(ϵ)
f i (s) +

∑
i∈ĴN+1

g(ϵ)
di (s) − σ(ϵ)(s)σ̄

 ds

−ϵ2h̃(u)
∫ t

0
f (ϵ)
f j (s)γ

′

f j(s)σ
(ϵ)
Z (s)ds+ ϵ

∫ t

0
f (ϵ)
f j (s)γ

′

f j(s)dWQu
s (68)

and

σ(ϵ)(t) = σ(0)+
∫ t

0
µ(ϵ)(s)ds−ϵ2h̃(u)

∫ t

0
ω
′
(σ(ϵ)(s), s)σ(ϵ)

Z (s)ds+ϵ
∫ t

0
ω
′
(σ(ϵ)(s), s)dWQu

s .

(69)

20



ThenẐ(ϵ)(t), the analogy of̂Z(t), is given by

Ẑ(ϵ)(t) = ϵ

∫ t

0
σ(ϵ)′

Z (s)dWQu
s (70)

where

σ(ϵ)
Z (t) :=

∑
j∈ĴN+1

(
g(ϵ)

f j (t) − g(ϵ)
d j (t)

)
+σ(ϵ)(t)σ̄.

In a similar manner to the standard method in the previous subsection, we can derive
the following asymptotic expansion (for details and concrete expressions of expansion
coefficients, see Appendix of [80]).

Proposition 4 The asymptotic expansion of G(ϵ)
Ẑ
= 1
ϵ
Ẑ(ϵ)(T) up to ϵ2 is expressed as

follows:

G(ϵ)
Ẑ
= ĜQu,⟨1⟩

T +
ϵ

2!
ĜQu,⟨2⟩

T +
ϵ2

3!
ĜQu,⟨3⟩

T + o(ϵ2) (71)

whereĜQu,⟨k⟩
T := ∂

kẐ(ϵ)(T)
∂ϵk
|ϵ=0, k = 1,2,3.

Remark 2 ĜQu,⟨k⟩
T for any k is expressed as a certain (iterated) Itô integral. Since

(iterated) Itô integrals always have zero means, the martingale property of G(ϵ)
Ẑ

(and

henceẐ(ϵ)(t)) is kept at any order of this expansion. Especially, the first-order term
ĜQu,⟨1⟩

T follows a normal distribution with mean0 and varianceΣ:

Σ :=
∫ TN+1

0

∥∥∥σ(0)
Z (s)

∥∥∥2
ds. (72)

Here it is assumed thatΣ > 0.

Then, lettingΦ in Section 3.1. beΦ(x) = eivx for givenv, the desired character-
istic function can be approximated with the following theorem (for its proof and the
concrete expressions of coefficients, again refer to Appendix of [80]).

Theorem 3 An asymptotic expansion ofΦQu,(ϵ)
GẐ

(v), the characteristic function of G(ϵ)
Ẑ

under Qu, is given by

Φ
Qu,(ϵ)
GẐ

(v) =
[
1+ DQu,(ϵ)

2 (iv)2 + DQu,(ϵ)
3 (iv)3 + DQu,(ϵ)

4 (iv)4 + DQu,(ϵ)
5 (iv)5 + DQu,(ϵ)

6 (iv)6
]
Φ0,Σ(v) + o(ϵ2)

(73)

whereΦµ,Σ(v) := eiµv− Σ2 v2
.

DQu,(ϵ)
2 ,DQu,(ϵ)

3 ,DQu,(ϵ)
4 ,DQu,(ϵ)

5 and DQu,(ϵ)
6 are constants for pre-specifiedϵ and u.

Each subscript corresponds to the order of(iv) in the equation (73).

Remark 3 Rigorously speaking, the specificationΦ(x) = eivx does not fit in the frame-
work in Section 3.1. Actually, however, the approximate characteristic function ob-
tained by formal expansion ofE

[
exp

{
ivG(ϵ)

Ẑ

}]
is completely the same as that given by

the inversion of approximate probability density function in our framework with letting
Φ beδx, the delta function with a mass at x. For more details about this equivalence,
see Section 6 of [81].
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Finally, we provide an approximation formula for valuation of European call options
written onF(ϵ)

N+1(T) by direct application of Theorem 3 to Proposition 3.

Theorem 4 Let V̂(0;K,T) be an approximated value of V(0;K,T) which denotes the
exact value of the option with maturity T= TN+1 and strike rate K. Then,̂V(0;K,T)
is given by:

V̂(0;K,T) := Ψ(Φ̂(ϵ); FN+1(0),K,T) (74)

where the pricing functionalΨ( · ; F,K,T) is given in (60),Φ̂(ϵ)(u) := Φ̂Qu,(ϵ)
GẐ

(ϵh(u)) ×
ΦP

A(u), and k:= ln( K
FN+1(0)). Here,Φ̂Qu,(ϵ)

GẐ
(v) is defined as;

Φ̂
Qu,(ϵ)
GẐ

(v) =
[
1+ DQu,(ϵ)

2 (iv)2 + DQu,(ϵ)
3 (iv)3 + DQu,(ϵ)

4 (iv)4 + DQu,(ϵ)
5 (iv)5 + DQu,(ϵ)

6 (iv)6
]
× Φ0,Σ(v)

where DQu,(ϵ)
2 ,DQu,(ϵ)

3 ,DQu,(ϵ)
4 ,DQu,(ϵ)

5 and DQu,(ϵ)
6 are the coefficients in Theorem 3.

Remark 4 Note that since h(−i) = 0 and A is assumed to be an exponential mar-
tingale, EP[ef (ϵ)

N+1(TN+1)] = ΦP,(ϵ)(u) is approximated bŷΦ(ϵ)(−i) = Φ̂Q−i ,(ϵ)
GẐ

(ϵh(−i)) ×
ΦP

A(−i) = 1, which means that in our approximation the exponential-martingale prop-
erty of f(ϵ)N+1 is kept.

Especially, when A≡ 0 the first-order approximation of the option price coin-
cides BS(Σ

1
2 ; FN+1(0),K,T) which is the Black-Scholes price under the case where

the stochastic interest rates and the stochastic volatility would be replaced by (their
limiting-)deterministic processes:

BS(σ; F,K,T) := Pd(0,T) [FN(d+) − KN(d−)] (75)

where

d± :=
ln(F/K) ± 1

2σ
2T

σ
√

T
, N(x) :=

∫ x

−∞

1
√

2π
e−

1
2 z2

dz.

Moreover, in this case(A≡ 0), the pricing functional can be modified so that the
numerical inversion is stabilized as follows;

V(0;K,TN+1) = Ψ̃(ΦP
T ; FN+1(0),K,TN+1) (76)

where

Ψ̃(Φ; F,K,T) := Pd(0,T) ×
[
F

1
2π

∫ ∞

−∞
e−iuk

(
γ(u;Φ) − γ(u;ΦBS)

)
du

]
+ BS(Σ

1
2 ; F,K,T),

andΦBS(u) is the first-order-approximated characteristic function, or equivalently that
of the (hypothetical)Gaussian underlying log-forward forex;

ΦBS(u) := Φ0,Σ(h(u)) = Φ− 1
2Σ,Σ

(u).

Remark 5 Using these approximation formulas, we can also provide analytical ap-
proximations of Greeks of the option, sensitivities of the option price to the factors.
Note that our approximation for the underlying characteristic function does not de-
pend upon the initial value of the spot forex. Thus in particular,∆ andΓ, the first and
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second derivatives of the option value with respect to S(0) respectively, can be explic-
itly approximated with ease. For simplicity here we again assume A≡ 0. Then∆̂ and
Γ̂, the approximations of∆ andΓ respectively, are given by

∆̂ := Pf (0,T) ×
{

1
2π

∫ ∞

−∞
e−iuk

(
γ(u; Φ̂(ϵ)) − γ(u;ΦBS)

)
du

− 1
2π

∫ ∞

−∞
(−iu)e−iuk

(
γ(u; Φ̂(ϵ)) − γ(u;ΦBS)

)
du

}
+ ∆BS,

Γ̂ := −
Pf (0,T)

S(0)
×

{
1
2π

∫ ∞

−∞
(−iu)e−iuk

(
γ(u; Φ̂(ϵ)) − γ(u;ΦBS)

)
du

− 1
2π

∫ ∞

−∞
(−iu)2e−iuk

(
γ(u; Φ̂(ϵ)) − γ(u;ΦBS)

)
du

}
+ ΓBS,

where ∆BS and ΓBS are the risk sensitivities of the Black-Scholes price
BS(Σ

1
2 ; FN+1(0),K,T) given by

∆BS = Pf (0,T)N′(d+) and ΓBS =
Pf (0,T)

S(0)
√
ΣT

N′(d+).

For other risk parameters such asΘ or Vega, sensitivities of the option price with
respect to t andσ(0) respectively, their approximations are given in easy ways such
as the difference quotient method, which needs few seconds for calculation with our
closed-form formula and has satisfactory accuracies.

5.2.4. A Characteristic-function-based Monte Carlo Simulation with an
Asymptotic Expansion

Here we will introduce a Monte Carlo (henceforth sometimes called M.C.) simulation
scheme which incorporates the analytically obtained characteristic function. Further,
with the asymptotic expansion as a control variable, the variance of this characteristic-
function-based(ch.f.-based) M.C. is reduced.

In a usual M.C. procedure, we discretize the stochastic differential equations (38),
(41), (42) and (62), and generate{ f j}Mj=1, M samples off (ϵ)

N+1(T) (hereafterFN+1(0) will
be abbreviated byF(0)). Then the approximation for the option value, the discounted
average of terminal payoffs, is obtained by;

V̂payo f f
MC (0,M; K,T) := Pd(0,T)

1
M

M∑
j=1

(ef j − K)+. (77)

On the other hand, via the pricing formula (59) in Proposition 3, the option price
can be expressed with the pricing functionalΨ( · ; F,K,T) substituted the characteristic
function of the underlying log-process into:

V(0;K,T) = Ψ(ΦP,(ϵ); F(0),K,T)

whereΨ(Φ; F,K,T) = Pd(0,T) ×
[
F

1
2π

∫ ∞

−∞
e−iukγ(u;Φ)du+ (F − K)+

]
.

SinceΦP,(ϵ)(u) is defined byEP
[
eiu f (ϵ)

N+1(T)
]
= EP

[
eiuZ(ϵ)(T)

]
×EP

[
eiuA(T)

]
, the alternative

approximation with M.C. can be constructed;

V̂ch f
MC(0,M; K,T) := Ψ(Φ̂P

MC( · ; M); F(0),K,T) (78)
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Φ̂P
MC(u; M) = Φ̂P

Z,MC(u; M) × ΦP
A(u) :=

 1
M

M∑
j=1

eiuZ j

ΦP
A(u) (79)

where{Z j}Mj=1 are samples ofZ(ϵ)(T). Here it is stressed that in this approximation
there does not exist any error caused by M.C. for the (jump or continuous) partA.

Further, this ch.f.-based scheme can be much refined through the better estimation
for ΦP,(ϵ)

Z (u) by M.C., achieved with our asymptotic expansion of the first order. Since
Φ

P,(ϵ)
Z (u) is expressed asΦQu,(ϵ)

GẐ
(ϵh(u)), it is done by the approximation ofΦQu,(ϵ)

GẐ
(ϵh(u))

with M.C.. In what follows in this section, we abbreviateϵ(or setϵ = 1) for simplicity
and use the notationg1 = ĜQu,⟨1⟩

T , the first order coefficient of the expansion (71).

Here, in order to avoid the influence appearing in this variance reduction procedure
caused by the variable transformationh(·), we use the following relationship

EQu
[
eih(u)g1

]
= exp

(
−1

2
iuΣ

)
EQu

[
eiug1

]
, (80)

i.e. ΦQu
g1

(h(u)) = exp
(
− 1

2 iuΣ
)
× ΦQu

g1
(u). ΦQu

g1
(v) is the characteristic function ofg1,

which is equivalent tôΦQu,(ϵ)
GẐ

(v) in Theorem 3 if the expansion were made only up to

the first order. This equation can be easily checked with recallingΦ
Qu
g1

(v) = Φ0,Σ(v) =
exp(−Σ2v2).

Thus on the one hand, the closed-form characteristic function ofg1 evaluated at
v = h(u) is given by

ΦQu
g1

(h(u)) = exp

(
−1

2
iuΣ

)
Φ0,Σ(u). (81)

But on the other hand, generating samples ofg1 following N(0,Σ), {g j}Mj=1, we can
further approximate the right hand side of (80) by

Φ̂
Qu

g1,MC(u; M) := exp

(
−1

2
iuΣ

)
1
M

M∑
j=1

(
eiug j )

. (82)

Note that because only the distribution ofg1 matters here, we can simulate samples of
g̃1 :=

∫ T

0
σ(0)′

Z (s)dWs following N(0,Σ) underP instead of those ofg1, not under the
measureQu but underP as well as other random variables simulated for (79).

Using two functions in (81) and (82), which both are the first-order approximations
for ΦQu,(ϵ)

Z (h(u)), define two following estimators for the option price.

V̂AE
ana(0;K.T) := Ψ

(
ΦQu

g1
(h(·)) × ΦP

A; F(0),K,T
)

(83)

V̂AE
MC(0,M; K,T) := Ψ

(
Φ̂

Qu

g1,MC( · ; M) × ΦP
A; F(0),K,T

)
(84)

Finally, usingΦQu
g1

(h(u)) as a control variable, we can construct the more sophisticated
estimatorV̂CV(0,M; K,T) for the option priceV(0;K,T) as

V̂CV(0,M; K,T) := V̂ch f
MC(0,M; K,T) +

(
V̂AE

ana(0;K,T) − V̂AE
MC(0,M; K,T)

)
(85)

= Ψ
({
Φ̂P

Z,MC( · ; M) +
(
ΦQu

g1
(h(·)) − Φ̂Qu

g1,MC( · ; M)
)}
× ΦP

A; F(0),K,T
)
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whereT = TN+1 and

Φ̂P
Z,MC(u; M) =

1
M

M∑
j=1

eiuZ j
,

ΦQu
g1

(h(u)) = exp

(
−1

2
iuΣ

)
× Φ0,Σ(u),

Φ̂
Qu

g1,MC(u; M) = exp

(
−1

2
iuΣ

)
× 1

M

M∑
j=1

(
eiug j )

.

Remark 6 Here we note the following fact.

V(0;K,T) − V̂CV(0,M; K,T)

=
(
V(0;K,T) − V̂ch f

MC(0,M; K,T)
)
−

(
V̂AE

ana(0;K,T) − V̂AE
MC(0,M; K,T)

)
= Ψ

({(
Φ

P,(ϵ)
Z − Φ̂P

Z,MC( · ; M)
)
−

(
ΦQu

g1
(h(·)) − Φ̂Qu

g1,MC(h(·); M)
)}
× ΦP

A; F(0),K,T
)

whereΦP,(ϵ)
Z is the exact characteristic function of Z(ϵ)(T). The former in the first

parentheses is the exact characteristic function of Z(ϵ)(t) and the latter is its approxi-
mation by Monte Carlo simulations. Similarly, the former in the second parentheses
is the exact one of g1, the first-order expansion for Z(ϵ)(t), and the latter is its approx-
imation. Thus, in the case where the first and second term in the braces cancel each
other out, the error of our hybrid estimator is expected to be small.

Remark 7 We here also summarize the procedures introduced in this section.

1. Discretize the processes of f(ϵ)
d j (t), f (ϵ)

f j (t), σ(ϵ)(t) and of Z(ϵ)(t) under P and gen-

erate{Z j}Mj=1, M samples of Z(ϵ)(T).

2. Also generate{g̃ j}Mj=1, samples of̃g1 =
∫ T

0
σ(0)′

Z (s)dWs instead of g1, under P
with the same sequence of random numbers used in 1.

3. CalculateΦ̂P
Z,MC(u; M) with {Z j} for each u, which is the characteristic function

of Z(ϵ)(T) approximated by M.C..

4. Similarly calculateΦ̂Qu

g1,MC(u; M) with {g̃ j} for each u, the approximation for

Φ
Qu
g1

(h(u))by M.C..

5. Using the estimators calculated in 3. and 4., approximateΦP,(ϵ)
Z (u) by

Φ̂P
Z,MC(u; M) +

(
ΦQu

g1
(h(u)) − Φ̂Qu

g1,MC(u; M)
)

whereΦQu
g1

(u) is the exact characteristic function of g1 given in closed-form.

6. Inverting the estimated characteristic function in 5. via the pricing functional
Ψ( · ; F(0),K,T) given in (60), we finally obtain the estimator for the option
price with the first-order asymptotic expansion as a control variable.

6. Numerical Examples

This section examines the effectiveness of our methods through some numerical ex-
amples. First, the underlying framework is specified clearly. Then, the approximate
option prices by our methods are compared to their estimates by Monte Carlo simula-
tions. Moreover, our formula is applied to calibration of volatility surfaces observed in
the JPY/USD currency option market. Finally, the examples of the variance reduction
by the proposed ch.f.-based Monte Carlo simulations with the asymptotic expansion
as a control variable is shown.
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6.1. Model specification

First of all, the processes of domestic and foreign forward interest rates and of the
volatility of the spot exchange rate are specified. We supposeD = 4, that is the
dimension of the Wiener process is set to be four; it represents the uncertainty in
domestic and foreign interest rates, the spot exchange rate, and its volatility. Note that
in our framework correlations among all factors are allowed.

Next, we specify a volatility process, not a variance process as in affine-type mod-
els, of the spot exchange rate under the domestic risk-neutral measure as follows;

σ(ϵ)(t) = σ(0)+ κ
∫ t

0
(θ − σ(ϵ)(s))ds+ ϵω

′
∫ t

0

√
σ(ϵ)(s)dŴs (86)

whereθ andκ represent the level and speed of its mean-reversion respectively, andω
denotes a volatility vector on the volatility. In this section the parameters are set as
follows; ϵ = 1,σ(0) = θ = 0.1, andκ = 0.1; ω = ω∗v̄ whereω∗ = 0.1 andv̄ denotes a
four dimensional constant vector given below.

We further suppose that initial term structures of domestic and foreign forward
interest rates are flat, and their volatilities also have flat structures and are constant
over time: that is, for allj, fd j(0) = fd, f f j(0) = f f , γd j(t) = γ∗dγ̄d1{t<T j }(t) and
γ f j(t) = γ∗f γ̄ f 1{t<T j }(t). Here,γ∗d andγ∗f are constant scalars, and ¯γd and γ̄ f denote
four dimensional constant vectors. Moreover, given a correlation matrixC among
all four factors, the constant vectors ¯γd, γ̄ f , σ̄ and v̄ can be determined to satisfy
||γ̄d|| = ||γ̄ f || = ||σ̄|| = ||v̄|| = 1 andV′V = C whereV := (γ̄d, γ̄ f , σ̄, v̄).

In the following, we consider three different cases forfd, γ∗d, f f andγ∗f as in Table
1. For correlations, four sets of parameters are considered: In the case “Corr.1”, all the
factors are independent: In “Corr.2”, there exists only the correlation of -0.5 between
the spot exchange rate and its volatility (i.e. ¯σ

′
v̄ = −0.5) while there are no correla-

tions among the others: In “Corr.3”, the correlation between interest rates and the spot
exchange rate are allowed while there are no correlations among the others; the corre-
lation between domestic ones and the spot forex is 0.5(¯γ

′

dσ̄ = 0.5) and the correlation
between foreign ones and the spot forex is -0.5(¯γ

′

f σ̄ = −0.5). In these three cases,
A(t) ≡ 0 for simplicity, that is there is assumed no component such as a jump whose
characteristic function is available in closed form.

Finally in “Corr.4”, correlations among most factors are considered; ¯γ
′

dγ̄ f = 0.3
between the domestic and foreign interest rates; ¯γ

′

dσ̄ = 0.5, γ̄
′

f σ̄ = −0.5 between inter-

est rates and the spot forex; and ¯σ
′
v̄ = −0.5 between the spot forex and its volatility. In

this case alsoA(t), a jump component, will be taken into account;A(t) is assumed to be
a compensated compound Poisson process with its intensityλ and with random jumps
following N(m, s2); λ = 1, m = −0.05 ands = 0.05. In this case, the characteristic
function ofA(t) is given by

ΦP
A(t,u) = exp

(
λt

(
eimu− 1

2 s2u2 − 1
)
− iuλt

(
em+ 1

2 s2 − 1
))
.

It is well known that (both of exact and approximate)evaluation of the long-term
options is a hard task in the case with a complex structure of correlations and/or with
a jump component, such as “Corr.3” or “Corr.4”. In “Corr.4” only the estimates by the
hybrid method will be shown.

Lastly, we make another assumption thatγdn(t)−1(t) andγ f n(t)−1(t), volatilities of
the domestic and foreign interest rates applied to the period fromt to the next fixing
dateTn(t), are equal to be zero for arbitraryt ∈ [t,Tn(t)].

26



Table 1. Initial domestic/foreign forward interest rates and their volatilities

fd γ∗d f f γ∗f
case (i) 0.05 0.2 0.05 0.2
case (ii) 0.02 0.5 0.05 0.2
case (iii) 0.05 0.2 0.02 0.5

6.2. Examinations of our closed-form approximation formulas

In this subsection the accuracy of each pricing formula is examined. We show nu-
merical examples for evaluation of call options calculated by Monte Carlo (henceforth
called M.C.) simulations and by our approximation formulas of the third-order stan-
dard or hybrid method with maturities of five or ten years and with different parame-
ters for interest rates and correlations set in the previous subsection. Each estimator
based on the M.C. simulations is obtained by 1,000,000 trials withantithetic variables
method.

Figures 1.-4. show the results in our numerical investigations. Figure 1. reports
the differences of estimators by formulas in a five-year maturity and Figure 3. does
in a ten-year maturity. In Figure 2. and Figure 4., they are shown in terms of implied
volatilities. Differences shown in those figures between the approximations by our
formulas and those by M.C. simulations are defined as (the approximate value by
asymptotic expansions)-(the estimate by M.C. simulations).

Generally speaking, the third-order hybrid scheme performs better than the stan-
dard scheme of the same order: The absolute levels of differences of the hybrid es-
timators are on average 0.025/0.06% in prices/in implied volatilities for a five-year
maturity and 0.100/0.18% for a ten-year maturity; on the other hand, those of the stan-
dard estimators are on average 0.039/0.10% for a five-year maturity and 0.177/0.38%
for a ten-year maturity. Most of differences of the hybrid ones are less than 0.1/0.2%
for five years and 0.25/0.4% for ten years.

Moreover, in “Corr.4” in which most of existing methods for analytical evaluation
including our standard method are difficult to be applied, the formula by the hybrid
method still works well.

The stability of performances of our methods, even in the complicated settings with
many correlated processes and/or with a jump process in addition, can be advantageous
in practice.

6.3. Calibration to the market

In this subsection, the third order asymptotic expansion formula by the hybrid method
which performed better in the previous experiments is applied to calibration of our
model parameters to observed volatilities with maturities of five and ten years in the
JPY/USD currency option market. Market makers in OTC currency option markets
usually provide quotes on Black-Scholes implied volatilities and the moneyness of an
option is expressed in terms of Black-Scholes delta, rather than its strike price. We use
the data of volatility surfaces on Sep 27, Oct 30 and Dec 07, 2007, after the beginning
of thesubprime-loancrash, which consist of 25 delta put, 10 delta put, at-the-money,
10 delta call, and 25 delta call with their maturities of seven and ten years (these data
are provided by Forex Division of Mizuho Corporate Bank, Ltd.). We also construct
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Table 2. Comparisons of variances of our estimators, given in terms of ratios to that of a
crude M.C.

Moneyness 5y
Variance ratio

CIR-type vol. SSM

1
Chf/Crude 1.013 0.045
CV/Crude 0.161 0.007

1.3
Chf/Crude 0.980 0.060
CV/Crude 0.112 0.011

Moneyness 10y
Variance ratio

CIR-type vol. SSM

1
Chf/Crude 1.014 0.191
CV/Crude 0.207 0.035

1.4
Chf/Crude 1.009 0.171
CV/Crude 0.158 0.029

domestic/foreign forward interest rates’ term structures and volatilities using the data
downloaded from Bloomberg on swap rates and cap volatilities in each market.

Tables 3.-4. and Figures 5.-10. show the data on volatility surfaces and our cali-
brated parameters. In Table 3. and Figures 5.-7., the calibration results to the observed
volatility smile for five or ten year, separately. Additionally, Table 4. and Figures 8.-10
shows the result in the joint calibration to the volatilities for five and ten years.

Most of the absolute errors in separate calibration are less than 0.01%, in joint
calibration less than 0.3%., which seems small enough for a practical purpose.
Consequently, we conclude that our formula is flexible enough for the calibration of
observed surfaces, which is a hard task with other time-consuming methods such as
numerical ones. We may use the calibrated parameters for valuation of illiquid options
and more complicated currency derivatives.

6.4. Variance Reduction with the Asymptotic Expansion

Here the convergence of the ch.f.-based Monte Carlo estimator with the asymptotic
expansion as a control variable is compared to that of a ”crude M.C.”(only with the
antithetic variables method). In this subsection, the following three estimators are
examined;V̂payo f f

MC (0,M; T,K) in (77) is the standard M.C. estimator which averages

the discounted terminal payoffs; V̂ch f
MC(0,M; T,K) in (78) is obtained via the Fourier

inversion of the characteristic function approximated by M.C.; andV̂CV(0,M; T,K) in
(85) is the estimator with a use of the first-order asymptotic expansion as a control
variable. We apply the antithetic variables method to all estimators.

First, in Table 2., comparisons of their convergences in the same model(indicated
by “CIR-type vol.”) and the same parameters of “Corr.2” assumed in examples in the
previous subsection are shown. It lists up the ratios of variances ofV̂ch f

MC(0,M; T,K)

and V̂CV(0,M; T,K) to that of V̂payo f f
MC (0,M; T,K) with the same 1,000,000 trials:

Strictly speaking, we show the variances of a series of these estimators calculated
with each 1,000 paths.

The ch.f.-based M.C. seems to have almost the same variance with a crude M.C. in
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this setting. Contrarily to this, usage of our asymptotic expansion as a control variable
for the ch.f.-based M.C. reduces its variances; reducing more for OTM than for ATM
in these investigations. They are reduced around to 15% in five years and to 20% in
ten years of a crude M.C.’s.

Second, we investigate the convergence of our estimators in the case where the
analytically-obtained componentA(t) exists. In such cases, their convergences are
expected to be faster than those in the previous settings are, since we need not ap-
proximate the whole part of the characteristic function of the underlying asset but do
by M.C. only the parts without known analytical expressions of their characteristic
functions.

In particular, forA(t) we assume the following Stochastic Skew Model(SSM) in
[11], which well captures the time-varying behavior of the smiles or skews observed
in currency option markets:

A(t) = ξL(t) + ξR(t)

:=

(
−1

2

∫ t

0
VL(s)ds+

∫ t

0

√
VL(s)ξ̄

′

LdŴs

)
+

(
−1

2

∫ t

0
VR(s)ds+

∫ t

0

√
VR(s)ξ̄

′

RdŴs

)
Vk(t) = Vk(0)+ κk

∫ t

0
(θk − Vk(s)) ds+ ωk

∫ t

0

√
Vk(s)v̄

′

kdŴs, f or k = L,R

under the domestic risk-neutral measure, whereξL and ξR are assumed to be inde-
pendent (hencēξ

′

Lξ̄R = 0). Further, for the correlations among those components we
assumēξ

′

Lv̄L < 0, ξ̄
′

Rv̄R > 0; ξ̄
′

Lv̄R = ξ̄
′

Rv̄L = v̄
′

Lv̄R = 0. These conditions mean that
VL(VR) correlates to the spot forex negatively(positively) and is independent of the
other processes.

This can be regarded as a double Heston-type model which consists of two inde-
pendent stochastic variance processes correlating to the spot forex in opposite direc-
tions. For simplicity, the jump components appearing in the original paper of SSM are
omitted here with little loss of generality.

Then the characteristic function ofA(t) is given by

ΦP
A(t; u) = ΦP

ξL
(t,u) × ΦP

ξR
(t,u),

ΦP
ξk

(t,u) =

(
cosh

ηkt
2
+
κk − iρkωku
ηk

sinh
ηkt
2

)− 2κkθk
ω2

k

× exp

κkθk(κk − iρkωku)t

ω2
k

− (u2 + iu)Vk(0)

ηk coth ηkt
2 + κk − iρkωku

 ,
whereηk :=

√
ω2

k(u2 + iu) + (κk − iρkωku)2 andρk := ξ̄
′

kv̄k (See Daffie, Pan and Sin-
gleton [14] or Carr and Wu [11] for details).

In the investigations made here, the parameters are set as follows. For interest
rates, the parameters of case (ii) in Table 1. are used except for ¯γ

′

dγ̄ f = 0.5; for the
stochastic volatility inZ(t), σ(0) = θ = ω∗ = 0 are assumed so as to ensureσ(ϵ)(t) ≡ 0,
that is the objectivêZ(t) of our asymptotic expansion consists only of the domestic
and foreign interest rates. Finally, for SSM,Vk(0) = θk = 0.0075,κk = 0.5,ωk = 0.1
for k = L,R; the correlationρL(ρR) betweenVL(VR) and the spot forex is assumed
to -0.5(0.5). Other correlation parameters among factors are all assumed to be zero.
These settings can be interpreted as SSM under a market model of interest rates.
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In Table 2., as well as in the examination with the CIR-type volatility model, com-
parisons of the variances in this setting(indicated by “SSM”) are made. Contrary to
results in the previous case, in this case the ch.f-based M.C. estimator has the variances
of around 5% in five years and 20% in ten years of a crude M.C’s, reduced by usage of
the analytically solved characteristic function as we expected. The scheme proposed
in Section 5.2.4. further cuts down those variances to around 1% in five years and
3% in ten years of the originals. Thus it can be said that, in such cases where the
closed characteristic function of a part of the underlying is available, incorporation of
this knowledge and our analytical approximation for another part’s via the ch.f-based
M.C. scheme dramatically accelerates the convergence of M.C. simulations.

In Figures 11-12.,we present these variance-reduction effects. It is stressed that at
most 5,000 paths for five years and 50,000 paths for ten years are enough to obtain the
accuracy within 0.01.
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Figure 1. A comparison of the accuracy of each estimator in prices for a five-year maturity.
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Figure 2. A comparison of the accuracy of each estimator in implied volatilities for a five-
year maturity.
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Figure 3. A comparison of the accuracy of each estimator in prices for a ten-year maturity.
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Figure 4. A comparison of the accuracy of each estimator in implied volatilities for a ten-
year maturity.
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Table 3. A separate calibration to the observed implied volatilities for a five-year and ten-
year maturity.

Date 07/09/27 Type Separate

5y 10put 25put ATM 25call 10call
Market I.V. 16.66% 10.92% 7.90% 6.07% 6.96%
Model I.V. 16.66% 10.92% 7.90% 6.07% 6.95%
differences 0.00% -0.01% 0.00% 0.00% -0.01%

10y 10put 25put ATM 25call 10call
Market I.V. 20.00% 13.59% 10.50% 8.34% 9.50%
Model I.V. 20.01% 13.59% 10.50% 8.35% 9.49%
differences 0.01% -0.00% 0.00% 0.01% -0.02%

Date 07/10/30 Type Separate

5y 10put 25put ATM 25call 10call
Market I.V. 15.58% 11.20% 8.10% 6.60% 6.38%
Model I.V. 15.59% 11.20% 8.10% 6.60% 6.38%
differences 0.01% 0.00% 0.00% -0.00% 0.00%

10y 10put 25put ATM 25call 10call
Market I.V. 19.29% 13.49% 10.35% 8.19% 8.69%
Model I.V. 19.29% 13.48% 10.34% 8.19% 8.69%
differences -0.00% -0.01% -0.01% 0.00% 0.00%

Date 07/12/07 Type Separate

5y 10put 25put ATM 25call 10call
Market I.V. 17.20% 11.72% 8.45% 6.62% 7.00%
Model I.V. 17.19% 11.71% 8.45% 6.62% 7.00%
differences -0.01% -0.01% 0.00% 0.00% 0.00%

10y 10put 25put ATM 25call 10call
Market I.V. 20.46% 13.98% 10.65% 8.38% 9.26%
Model I.V. 20.46% 13.98% 10.65% 8.38% 9.26%
differences -0.00% 0.00% 0.00% -0.00% 0.00%
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Table 4. A joint calibration to the observed implied volatilities for a five-year and ten-year
maturity.

Date 07/09/27 Type Joint

5y 10put 25put ATM 25call 10call
Market I.V. 16.66% 10.92% 7.90% 6.07% 6.96%
Model I.V. 16.88% 11.14% 7.88% 6.07% 6.87%
differences 0.22% 0.22% -0.02% 0.00% -0.09%

10y 10put 25put ATM 25call 10call
Market I.V. 20.00% 13.59% 10.50% 8.34% 9.50%
Model I.V. 19.76% 13.63% 10.51% 8.37% 9.13%
differences -0.24% 0.04% 0.01% 0.03% -0.37%

Date 07/10/30 Type Joint

5y 10put 25put ATM 25call 10call
Market I.V. 15.58% 11.20% 8.10% 6.60% 6.38%
Model I.V. 15.90% 11.11% 8.09% 6.58% 6.50%
differences 0.32% -0.09% -0.01% -0.01% 0.12%

10y 10put 25put ATM 25call 10call
Market I.V. 19.29% 13.49% 10.35% 8.19% 8.69%
Model I.V. 18.99% 13.57% 10.35% 8.19% 8.69%
differences -0.30% 0.08% 0.00% 0.01% -0.11%

Date 07/12/07 Type Joint

5y 10put 25put ATM 25call 10call
Market I.V. 17.20% 11.72% 8.45% 6.62% 7.00%
Model I.V. 17.40% 11.77% 8.45% 6.68% 6.94%
differences 0.20% 0.05% -0.03% 0.06% -0.05%

10y 10put 25put ATM 25call 10call
Market I.V. 20.46% 13.98% 10.65% 8.38% 8.87%
Model I.V. 20.25% 13.87% 10.68% 8.38% 8.87%
differences -0.21% -0.11% 0.03% 0.00% -0.39%
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Figure 5. A separate calibration to the observed implied volatilities for a five-year or ten-
year maturity on Sep 27, 2007.
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Figure 6. A separate calibration to the observed implied volatilities for a five-year or ten-
year maturity on Oct 30, 2007.
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Figure 7. A separate calibration to the observed implied volatilities for a five-year or ten-
year maturity on Dec 07, 2007.
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Figure 8. A joint calibration to the observed implied volatilities for a five-year and ten-year
maturity on Sep 27, 2007.
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Figure 9. A joint calibration to the observed implied volatilities for a five-year and ten-year
maturity on Oct 30, 2007.
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Figure 10. A joint calibration to the observed implied volatilities for a five-year and ten-year
maturity on Dec 07, 2007.
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Figure 11. Convergences of the estimators for a five-year maturity in SSM.
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Figure 12. Convergences of the estimators for a ten-year maturity in SSM.
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7. Conclusion

In this chapter, we proposed approximation formulas based on the asymptotic expan-
sion to evaluate currency options with a libor market model of domestic and foreign
interest rates and stochastic volatilities and/or jumping components of spot exchange
rates. In particular, the two different approaches were presented; one is the standard
approach and the other is the hybrid. Moreover, the variance reduction technique with
using the asymptotic expansion as a control variable in the ch.f.-based Mote Carlo
simulation was proposed.

We also provided several numerical examples to investigate the accuracy and effec-
tiveness of our methods in approximation of option prices, calibration to the market,
and acceleration of simulations: In general, satisfactory accuracy was confirmed in
approximating option prices with maturities up to ten years; our formula successfully
reconstructed volatility surfaces observed in the recent JPY/USD currency option mar-
ket; variances in Monte Carlo simulations were reduced maximumly to 1% in a certain
setting by the proposed control variable and ch.f.-based simulations.

Finally, our research plans are stated as follows: Similar methods will be applied
to valuation and calibration of options with longer maturities; higher order asymptotic
expansions or/and different types of expansions may be used; asymptotic expansion
formulas will be utilized for extended models where stochastic volatility structures of
interest rates are allowed or/and a jump component is added to the volatility process
of the spot exchange rate.
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