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The estimation of a linear combination of several restricted location parameters is addressed from a decision-theoretic point of view. A bench-mark estimator of the linear combination is an unbiased estimator, which is minimax, but inadmissible relative to the mean squared error. An interesting issue is what is a prior distribution which results in the generalized Bayes and minimax estimator. Although it seems plausible that the generalized Bayes estimator against the uniform prior over the restricted space should be minimax, it is shown to be not minimax when the number of the location parameters, $k$, is more than or equal to three, while it is minimax for $k=1$. In the case of $k=2$, a necessary and sufficient condition for the minimaxity is given, namely, the minimaxity depends on signs of coefficients of the linear combination. When the underlying distributions are normal, we can obtain a prior distribution which results in the generalized Bayes estimator satisfying minimaxity and admissibility. Finally, it is demonstrated that the estimation of ratio of normal variances converges to the estimation of difference of the normal positive means, which gives a motivation of the issue studied here.
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## 1 Introduction

The point estimation of restricted parameters has been studied from a decision-theoretic point of view since Katz (1961), who showed that the generalized Bayes estimator of a restricted parameter is minimax and admissible in a one-parameter exponential family. Farrell (1964) established the minimaxity and admissibility in the general location family. This classical problem was revisited by Marchand and Strawderman (2004, 2005) and Kubokawa (1990, 2004). Hartigan (2004) considered the simultaneous estimation of a mean vector restricted to a convex cone in a $k$-variate normal distribution and used the Gauss divergence theorem to show that the generalized Bayes estimator against the

[^0]uniform prior dominates the unbiased estimator. Tsukuma and Kubokawa (2008) established the minimaxity of the generalized Bayes estimator and proved that it is admissible for $k=1,2$ and inadmissible for $k \geq 3$. This is an extension of the Stein result to the restricted case.

In this paper, we consider the estimation of the linear combination of the several location parameters where each location parameter is restricted to the space of positive real number. More specifically, we consider the following simple model: Let $X_{1}, \ldots, X_{k}$ be mutually independent random variables where $X_{i}$ has probability density function $f_{i}\left(x_{i}-\mu_{i}\right)$ with location parameter $\mu_{i}$ restricted to $\mu_{i}>0$ for $i=1, \ldots, k$. It is assumed that $E\left[X_{i}^{2}\right]<\infty$ for $i=1, \ldots, k$. To express the model in matrix notations, let $\boldsymbol{X}=$ $\left(X_{1}, \ldots, X_{k}\right)^{t}, \boldsymbol{x}=\left(x_{1}, \ldots, x_{k}\right)^{t}$ and $\boldsymbol{\mu}=\left(\mu_{1}, \ldots, \mu_{k}\right)^{t}$ where $\boldsymbol{X}^{t}$ denotes the transpose of $\boldsymbol{X}$. Then, the joint density of $\boldsymbol{X}$ is denoted by

$$
\begin{equation*}
f(\boldsymbol{x}-\boldsymbol{\mu})=\prod_{i=1}^{k} f_{i}\left(x_{i}-\mu_{i}\right) \tag{1.1}
\end{equation*}
$$

and $\boldsymbol{\mu}$ is restricted on the space

$$
D=\left\{\boldsymbol{\mu} \mid \mu_{i}>0, i=1, \ldots, k\right\}
$$

For real constants $a_{i}$ 's and $\boldsymbol{a}=\left(a_{1}, \ldots, a_{k}\right)^{t}$, consider a linear combination of $\boldsymbol{\mu}$ given by

$$
\theta=\sum_{i=1}^{k} a_{i} \mu_{i}=\boldsymbol{a}^{t} \boldsymbol{\mu}
$$

and we want to study the estimation of $\theta$ in a decision-theoretic framework, where an estimator $\hat{\theta}$ of $\theta$ is evaluated in terms of the mean squared error $R(\boldsymbol{\mu}, \hat{\theta})=E\left[(\hat{\theta}-\theta)^{2}\right]$.

An unbiased estimator of $\theta$ is given by

$$
\begin{equation*}
\hat{\theta}^{U}=\sum_{i=1}^{k} a_{i} \widehat{\mu}_{i}^{U} \tag{1.2}
\end{equation*}
$$

where $\widehat{\mu}_{i}^{U}$ is the unbiased estimator of $\mu_{i}$ given by

$$
\widehat{\mu}_{i}^{U}=X_{i}-c_{i}, \quad \text { for } \quad c_{i}=E\left[X_{i}-\mu_{i}\right]
$$

As shown in Section 2, $\hat{\theta}^{U}$ is minimax, but inadmissible because of the restriction of the parameter $\boldsymbol{\mu}$ on $D$. Thus, it is of great interest to obtain the admissible and minimax estimator of $\theta$. To this end, it is plausible to consider the uniform prior

$$
\begin{equation*}
\pi(\boldsymbol{\mu}) \mathrm{d} \boldsymbol{\mu}=\mathrm{d} \boldsymbol{\mu} I(\boldsymbol{\mu} \in D) \tag{1.3}
\end{equation*}
$$

where $\mathrm{d} \boldsymbol{\mu}=\prod_{i=1}^{k} \mathrm{~d} \mu_{i}$ and $I(\boldsymbol{\mu} \in D)$ is the indicator function such that $I(\boldsymbol{\mu} \in D)=1$ if $\boldsymbol{\mu} \in D$, otherwise $I(\boldsymbol{\mu} \in D)=0$. The resulting generalized Bayes estimator of $\theta$ is

$$
\begin{align*}
\hat{\theta}^{G B} & =\int_{D} \boldsymbol{a}^{t} \boldsymbol{\mu} f(\boldsymbol{X}-\boldsymbol{\mu}) \mathrm{d} \boldsymbol{\mu} / \int_{D} f(\boldsymbol{X}-\boldsymbol{\mu}) \mathrm{d} \boldsymbol{\mu} \\
& =\sum_{i=1}^{k} a_{i} \int_{0}^{\infty} \mu_{i} f_{i}\left(X_{i}-\mu_{i}\right) \mathrm{d} \mu_{i} / \int_{0}^{\infty} f_{i}\left(X_{i}-\mu_{i}\right) \mathrm{d} \mu_{i}, \tag{1.4}
\end{align*}
$$

and our first concern is whether $\hat{\theta}^{G B}$ is minimax or not. We investigate this problem in Section 3 and show that $\hat{\theta}^{G B}$ is not minimax for $k \geq 3$, but minimax for $k=1$. The minimaxity in the case of $k=2$ depends on the signs of the coefficients $a_{1}$ and $a_{2}$, and a necessary and sufficient condition for the minimaxity of $\hat{\theta}^{G B}$ is that $a_{1} a_{2} \leq 0$. This means that, for example, the generalized Bayes estimator $\hat{\theta}^{G B}$ is not minimax in the estimation of the sum $\mu_{1}+\mu_{2}$, but minimax in the estimation of the difference $\mu_{1}-\mu_{2}$.

Concerning the minimaxity of the generalized Bayes estimator against the uniform prior, it is interesting to note that we have different stories between the simultaneous estimation of $\boldsymbol{\mu}$ and the estimation of the linear combination $\boldsymbol{a}^{t} \boldsymbol{\mu}$, namely, $\widehat{\boldsymbol{\mu}}^{G B}=$ $\int_{D} \boldsymbol{\mu} f(\boldsymbol{X}-\boldsymbol{\mu}) \mathrm{d} \boldsymbol{\mu} / \int_{D} f(\boldsymbol{X}-\boldsymbol{\mu}) \mathrm{d} \boldsymbol{\mu}$ is always minimax in the simultaneous estimation of $\boldsymbol{\mu}$ under a quadratic loss, while $\hat{\theta}^{G B}$ is not necessarily minimax and it depends on the dimension of $\boldsymbol{\mu}$.

In Section 4, we focus on normal distributions, and suggests a specific prior distribution such that the resulting generalized Bayes estimator is minimax and admissible. In Section 5, we use the arguments as in Rukhin (1992) to show that the estimation of ratio of normal variances asymptotically converges to the estimation of difference of positive normal means, which gives a motivation of the estimation problem studied here.

## 2 Minimaxity and Inadmissibility of the Unbiased Estimator

In this section, we show that the unbiased estimator $\hat{\theta}^{U}$ given in (1.2) is minimax, but inadmissible under the assumption that $E\left[X_{i}^{2}\right]<\infty$ for $i=1, \ldots, k$. The minimaxity of $\hat{\theta}^{U}$ can be verified by using similar arguments as in Girshick and Savage (1951).

Proposition 2.1 (minimaxity of the unbiased estimator) The unbiased estimator $\hat{\theta}^{U}$ of $\theta=\sum_{i-1}^{k} a_{i} \mu_{i}$ is minimax in the estimation of the restricted parameters on $D$, and the risk function $R_{0}=R\left(\boldsymbol{\mu}, \hat{\theta}^{U}\right)$ is a constant.

Proof. Let $D_{m}=\left\{\boldsymbol{\mu} \mid 0<\mu_{i}<m, i=1, \ldots, k\right\}$ for $m=1,2, \ldots$, and consider the sequence of prior distributions given by

$$
\pi_{m}(\boldsymbol{\mu})=\left\{\begin{array}{cl}
m^{-k} & \text { if } \boldsymbol{\mu} \in D_{m} \\
0 & \text { otherwise }
\end{array}\right.
$$

which yields the Bayes estimators

$$
\hat{\theta}_{m}^{\pi}=\hat{\theta}_{m}^{\pi}(\boldsymbol{X})=\int_{D_{m}} \boldsymbol{a}^{t} \boldsymbol{u} f(\boldsymbol{X}-\boldsymbol{u}) \mathrm{d} \boldsymbol{u} \int_{D_{m}} f(\boldsymbol{X}-\boldsymbol{u}) \mathrm{d} \boldsymbol{u}
$$

with the Bayes risk function

$$
\begin{equation*}
r_{m}\left(\pi_{m}, \hat{\theta}_{m}^{\pi}\right)=\frac{1}{m^{k}} \int_{D_{m}} \int\left\{\hat{\theta}_{m}^{\pi}(\boldsymbol{x})-\boldsymbol{a}^{t} \boldsymbol{\mu}\right\}^{2} f(\boldsymbol{x}-\boldsymbol{\mu}) \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\mu} \tag{2.1}
\end{equation*}
$$

Since $r_{m}\left(\pi_{m}, \hat{\theta}_{m}^{\pi}\right) \leq r_{m}\left(\pi_{m}, \hat{\theta}^{U}\right)=R_{0}$, it is sufficient to show that $\liminf _{m \rightarrow \infty} r_{m}\left(\pi_{m}, \hat{\theta}_{m}^{\pi}\right) \geq$ $R_{0}$. Making the transformations $\boldsymbol{z}=\boldsymbol{x}-\boldsymbol{\mu}$ and $\boldsymbol{t}=\boldsymbol{u}-\boldsymbol{\mu}$ with $\mathrm{d} \boldsymbol{z}=\mathrm{d} \boldsymbol{x}$ and $\mathrm{d} \boldsymbol{t}=\mathrm{d} \boldsymbol{u}$ gives that

$$
\begin{align*}
\hat{\theta}_{m}^{\pi}(\boldsymbol{x})-\boldsymbol{a}^{t} \boldsymbol{\mu} & =\hat{\theta}_{m}^{\pi}(\boldsymbol{z}+\boldsymbol{\mu})-\boldsymbol{a}^{t} \boldsymbol{\mu} \\
& =\int_{D_{m}} \boldsymbol{a}^{t}(\boldsymbol{u}-\boldsymbol{\mu}) f(\boldsymbol{z}+\boldsymbol{\mu}-\boldsymbol{u}) \mathrm{d} \boldsymbol{u} \int_{D_{m}} f(\boldsymbol{z}+\boldsymbol{\mu}-\boldsymbol{u}) \mathrm{d} \boldsymbol{u} \\
& =\int_{\boldsymbol{t}+\boldsymbol{\mu} \in D_{m}} \boldsymbol{a}^{t} \boldsymbol{t} f(\boldsymbol{z}-\boldsymbol{t}) \mathrm{d} \boldsymbol{t} \int_{\boldsymbol{t}+\boldsymbol{\mu} \in D_{m}} f(\boldsymbol{z}-\boldsymbol{t}) \mathrm{d} \boldsymbol{t} \tag{2.2}
\end{align*}
$$

Making the transformation $\xi_{i}=(2 / m)\left(\mu_{i}-m / 2\right)$ with $\mathrm{d} \boldsymbol{\xi}=(2 / m)^{k} \mathrm{~d} \boldsymbol{\mu}$ for $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{k}\right)^{t}$, we can rewrites the condition $0<\mu_{i}<m$ as $\left|\xi_{i}\right|<1$. Also the condition that $0<t_{i}+\mu_{i}<$ $m$ for $\boldsymbol{t}=\left(t_{1}, \ldots, t_{k}\right)^{t}$ is expressed by the inequality $-(m / 2)\left(\xi_{i}+1\right)<t_{i}<(m / 2)\left(1-\xi_{i}\right)$. Let $D_{m}^{*}=\left\{\boldsymbol{t} \mid-(m / 2)\left(\xi_{i}+1\right)<t_{i}<(m / 2)\left(1-\xi_{i}\right)\right\}$. Then the transformations are used in (2.2) and (2.1) to obtain that

$$
\begin{equation*}
\hat{\theta}_{m}^{\pi}(\boldsymbol{x})-\boldsymbol{a}^{t} \boldsymbol{\mu}=\int_{D_{m}^{*}} \boldsymbol{a}^{t} \boldsymbol{t} f(\boldsymbol{z}-\boldsymbol{t}) \mathrm{d} \boldsymbol{t} \int_{D_{m}^{*}} f(\boldsymbol{z}-\boldsymbol{t}) \mathrm{d} \boldsymbol{t} \equiv \hat{\theta}_{m}^{*}(\boldsymbol{z} \mid \boldsymbol{\xi}) \tag{2.3}
\end{equation*}
$$

and

$$
r_{m}\left(\pi_{m}, \hat{\theta}_{m}^{\pi}\right)=\frac{1}{2^{k}} \int_{\left|\xi_{i}\right|<1, i=1, \ldots, k} \int\left\{\hat{\theta}_{m}^{*}(\boldsymbol{z} \mid \boldsymbol{\xi})\right\}^{2} f(\boldsymbol{z}) \mathrm{d} \boldsymbol{z} \mathrm{~d} \boldsymbol{\xi}
$$

For a small $\varepsilon>0$, it is observed that

$$
r_{m}\left(\pi_{m}, \hat{\theta}_{m}^{\pi}\right) \geq \frac{1}{2^{k}} \int_{\left|\xi_{i}\right|<1-\varepsilon, i=1, \ldots, k} \int\left\{\hat{\theta}_{m}^{*}(\boldsymbol{z} \mid \boldsymbol{\xi})\right\}^{2} f(\boldsymbol{z}) \mathrm{d} \boldsymbol{z} \mathrm{~d} \boldsymbol{\xi}
$$

The range of $\boldsymbol{t}$ in the integrals in $\hat{\theta}_{m}^{*}(\boldsymbol{z} \mid \boldsymbol{\xi})$ given by (2.3) is $D_{m}^{*}=\left\{\boldsymbol{t} \mid-(m / 2)\left(\xi_{i}+1\right)<\right.$ $\left.t_{i}<(m / 2)\left(1-\xi_{i}\right)\right\}$. Since $\left|\xi_{i}\right|<1-\varepsilon$, it is noted that $1-\xi_{i}>1-(1-\varepsilon)=\varepsilon>0$ and $1+\xi_{i}>1+(-1+\varepsilon)=\varepsilon>0$, which imply that the end points $(m / 2)\left(1-\xi_{i}\right)$ and $-(m / 2)\left(1+\xi_{i}\right)$ tend to infinity and minus infinity as $m \rightarrow \infty$ and then $\hat{\theta}_{m}^{*}(\boldsymbol{z} \mid \boldsymbol{\xi})$ converges $\hat{\theta}^{U}(\boldsymbol{z})$. Using the Fatou lemma, we obtain that

$$
\begin{aligned}
\liminf _{m \rightarrow \infty} r_{m}\left(\pi_{m}, \hat{\theta}_{m}^{\pi}\right) & \geq \liminf _{m \rightarrow \infty} \frac{1}{2^{k}} \int_{\left|\xi_{i}\right|<1-\varepsilon, i=1, \ldots, k} \int\left\{\hat{\theta}_{m}^{*}(\boldsymbol{z} \mid \boldsymbol{\xi})\right\}^{2} f(\boldsymbol{z}) \mathrm{d} \boldsymbol{z} \mathrm{~d} \boldsymbol{\xi} \\
& \geq \frac{1}{2^{k}} \int_{\left|\xi_{i}\right|<1-\varepsilon, i=1, \ldots, k} \int\left\{\liminf _{m \rightarrow \infty} \hat{\theta}_{m}^{*}(\boldsymbol{z} \mid \boldsymbol{\xi})\right\}^{2} f(\boldsymbol{z}) \mathrm{d} \boldsymbol{z} \mathrm{~d} \boldsymbol{\xi} \\
& =\frac{1}{2^{k}} \int_{\left|\xi_{i}\right|<1-\varepsilon, i=1, \ldots, k} \mathrm{~d} \boldsymbol{\xi} \int\left\{\hat{\theta}^{U}(\boldsymbol{z})\right\}^{2} f(\boldsymbol{z}) \mathrm{d} \boldsymbol{z} \\
& =(1-\varepsilon)^{k} R\left(\mu, \hat{\theta}^{U}\right)=(1-\varepsilon)^{k} R_{0}
\end{aligned}
$$

From the arbitrariness of $\varepsilon>0$, it follows that $\liminf _{m \rightarrow \infty} r_{m}\left(\pi_{m}, \hat{\theta}_{m}^{\pi}\right) \geq R_{0}$, completing the proof of Proposition 2.1.

Proposition 2.1 is an extension of the results of Marchand and Strawderman (2005) and Kubokawa (2004) who treated the case of $k=1$.

Since the unbiased estimator $\widehat{\mu}_{i}^{U}=X_{i}-c_{i}$ of positve parameter $\mu_{i}$ takes a negative value with a positive probability for $i=1, \ldots, k$, it is plausible that $\hat{\theta}^{U}=\sum_{i=1}^{k} a_{i} \widehat{\mu}_{i}^{U}$ can be improved on by a truncated procedure. Let $\Lambda_{+}$and $\Lambda_{-}$be subsets of $\{1, \ldots, k\}$ such that

$$
\begin{equation*}
a_{i}>0 \quad \text { if } \quad i \in \Lambda_{+}, \quad \text { and } \quad a_{j}<0 \quad \text { if } \quad j \in \Lambda_{-} . \tag{2.4}
\end{equation*}
$$

Then $\theta$ and $\hat{\theta}^{U}$ are decomposed as

$$
\begin{gather*}
\theta=\theta_{+}-\theta_{-} \quad \text { for } \quad \theta_{+}=\sum_{i \in \Lambda_{+}} a_{i} \mu_{i} \quad \text { and } \quad \theta_{-}=-\sum_{i \in \Lambda_{-}} a_{i} \mu_{i}, \\
\hat{\theta}^{U}=\hat{\theta}_{+}^{U}-\hat{\theta}_{-}^{U} \quad \text { for } \quad \hat{\theta}_{+}^{U}=\sum_{i \in \Lambda_{+}} a_{i} \widehat{\mu}_{i}^{U} \quad \text { and } \quad \hat{\theta}_{-}^{U}=-\sum_{i \in \Lambda_{-}} a_{i} \widehat{\mu}_{i}^{U} . \tag{2.5}
\end{gather*}
$$

Since $\theta_{+}$and $\theta_{-}$are positive, it is reasonable to truncate $\hat{\theta}_{+}^{U}$ and $\hat{\theta}_{-}^{U}$ at zero, namely, $\hat{\theta}_{+}^{T R}=\max \left\{\hat{\theta}_{+}^{U}, 0\right\}$ and $\hat{\theta}_{-}^{T R}=\max \left\{\hat{\theta}_{-}^{U}, 0\right\}$, which results in the truncated estimator

$$
\hat{\theta}^{T R}=\hat{\theta}_{+}^{T R}-\hat{\theta}_{-}^{T R} .
$$

Proposition 2.2 (inadmissibility of the unbiased estimator) The truncated estimator $\hat{\theta}^{T R}$ dominates the unbiased estimator $\hat{\theta}^{U}$, namely $\hat{\theta}^{T R}$ is minimax.

Proof. Noting that $\hat{\theta}_{+}^{U}$ and $\hat{\theta}_{-}^{U}$ are mutually independent, we can write the risk difference $\Delta_{k}=E\left[\left(\hat{\theta}^{U}-\theta\right)^{2}\right]-E\left[\left(\hat{\theta}^{T R}-\theta\right)^{2}\right]$ as

$$
\begin{aligned}
\Delta_{k}= & E\left[\left(\hat{\theta}_{+}^{U}-\theta_{+}\right)^{2}-\left(\hat{\theta}_{+}^{T R}-\theta_{+}\right)^{2}\right]+E\left[\left(\hat{\theta}_{-}^{U}-\theta_{-}\right)^{2}-\left(\hat{\theta}_{-}^{T R}-\theta_{-}\right)^{2}\right] \\
& +2 E\left[\hat{\theta}_{+}^{T R}-\theta_{+}\right] E\left[\hat{\theta}_{-}^{T R}-\theta_{-}\right] .
\end{aligned}
$$

It can be seen that $\left(\hat{\theta}_{+}^{U}-\theta_{+}\right)^{2}-\left(\hat{\theta}_{+}^{T R}-\theta_{+}\right)^{2}=\hat{\theta}_{+}^{U}\left(\hat{\theta}_{+}^{U}-2 \theta_{+}\right) I\left(\hat{\theta}_{+}^{U}<0\right)>0$ where $I(A)$ is the indicator function such that $I(A)=1$ if $A$ is true, otherwise $I(A)=0$. Also, $E\left[\hat{\theta}_{+}^{T R}-\theta_{+}\right]=E\left[\max \left\{\hat{\theta}_{+}^{U}, 0\right\}-\theta_{+}\right]=E\left[\hat{\theta}_{+}^{U}-\theta_{+}+\max \left\{0,-\hat{\theta}_{+}^{U}\right\}\right]=E\left[\max \left\{0,-\hat{\theta}_{+}^{U}\right\}\right] \geq 0$. These observations show that $\Delta_{k}>0$ for any $\boldsymbol{\mu} \in D$.

## 3 Is the Uniform Prior Bayes Estimator Minimax ?

We now investigate whether the generalized Bayes estimator $\hat{\theta}^{G B}$ against the uniform prior over $D$ is minimax or not. As shown below, the minimaxity depends on the dimension $k$ of the location vector $\boldsymbol{\mu}$.

### 3.1 Minimaxity in the case of $k=1$

Let $X$ be a random variable whose density function is given by $f(x-\mu)$ where $\mu$ is a location parameter restricted on the space $\{\mu \in \boldsymbol{R} \mid \mu>0\}$. The unbiased estimator of $\mu$
is $\widehat{\mu}^{U}=X-c_{0}$ for $c_{0}=E[X-\mu]=\int u f(u) \mathrm{d} u$, which is minimax. We first consider a class of estimators of the form

$$
\widehat{\mu}(\phi)=X-\phi(X)
$$

for an absolutely continuous function $\phi(\cdot)$, and derive sufficient conditions on $\phi(\cdot)$ for the minimaxity. From the arguments as in Kubokawa (1994a, 1999, 2004), we can see that the risk difference of two estimators $\widehat{\mu}^{U}$ and $\widehat{\mu}(\phi)$ can be expressed based on an integral.

Lemma 3.1 Assume that $\phi(\cdot)$ is an absolutely continuous function such that $\lim _{w \rightarrow \infty} \phi(w)=$ $c_{0}$. Then, the difference of the risk functions of $\widehat{\mu}^{U}$ and $\widehat{\mu}(\phi)$ is written as

$$
\begin{align*}
\Delta & \equiv R\left(\mu, \widehat{\mu}^{U}\right)-R(\mu, \widehat{\mu}(\phi)) \\
& =-2 \int\left\{\int_{-\infty}^{w} u f(u) \mathrm{d} u-\phi(w+\mu) \int_{-\infty}^{w} f(u) \mathrm{d} u\right\} \phi^{\prime}(w+\mu) \mathrm{d} w . \tag{3.1}
\end{align*}
$$

Proof. Since $\lim _{w \rightarrow \infty} \phi(w)=c_{0}$, it can be seen that

$$
\Delta=E\left[\left[(X-\phi(X+t)-\mu)^{2}\right]_{t=0}^{\infty}\right]=E\left[\int_{0}^{\infty} \frac{\mathrm{d}}{\mathrm{~d} t}(X-\phi(X+t)-\mu)^{2} \mathrm{~d} t\right]
$$

which is rewritten as

$$
\Delta=-2 \iint_{0}^{\infty}\{x-\phi(x+t)-\mu\} \phi^{\prime}(x+t) \mathrm{d} t f(x-\mu) \mathrm{d} x .
$$

Making the transformations $w=x+t-\mu$ and $u=w-t$ with $\mathrm{d} w=\mathrm{d} x$ and $\mathrm{d} u=-\mathrm{d} t$ in turn gives

$$
\begin{aligned}
\Delta & =-2 \iint_{0}^{\infty}\{w-t-\phi(w+\mu)\} \phi^{\prime}(w+\mu) f(w-t) \mathrm{d} t \mathrm{~d} w \\
& =-2 \iint_{-\infty}^{w}\{u-\phi(w+\mu)\} \phi^{\prime}(w+\mu) f(u) \mathrm{d} u \mathrm{~d} w,
\end{aligned}
$$

which yields (3.1).
Lemma 3.1 provides a class of estimators improving on $\widehat{\mu}^{U}$.
Proposition 3.1 Assume that $\phi(\cdot)$ is an absolutely continuous function which satisfies that $(a) \phi(w)$ is nondecreasing in $w$ and $\lim _{w \rightarrow \infty} \phi(w)=c_{0}$, and $(b) \phi(w) \geq \phi^{G B}(w)$, where

$$
\phi^{G B}(w)=\int_{-\infty}^{w} u f(u) \mathrm{d} u / \int_{-\infty}^{w} f(u) \mathrm{d} u .
$$

Then, the estimator $\widehat{\mu}(\phi)$ dominates $\widehat{\mu}^{U}$, namely $\widehat{\mu}(\phi)$ is minimax.
It is easy to see that the function $\phi^{G B}(w)$ is nondecreasing and $\lim _{w \rightarrow \infty} \phi^{G B}(w)=c_{0}$. Since $\phi^{G B}(w) \leq w$, it is also seen that $\phi^{G B}(w) \leq \phi^{T R}(w)=\min \left\{w, c_{0}\right\}$. Thus, $\phi^{G B}(w)$ and $\phi^{T R}(w)$ satisfy the conditions in Proposition 3.1, and we get the improved estimators

$$
\begin{aligned}
& \widehat{\mu}^{G B}=X-\phi^{G B}(X)=\int_{0}^{\infty} \mu f(X-\mu) \mathrm{d} \mu / \int_{0}^{\infty} f(X-\mu) \mathrm{d} \mu, \\
& \widehat{\mu}^{T R}=X-\phi^{T R}(X)=\max \{X, 0\} .
\end{aligned}
$$

It is noted that $\widehat{\mu}^{G B}$ is the generalized Bayes estimator of $\mu$ against the uniform prior $\mathrm{d} \mu$ over the space of $\mu>0$, and that $\widehat{\mu}^{T R}$ is the maximum likelihood estimator of $\mu$.

It can be easily seen that $\lim _{\mu \rightarrow \infty} R\left(\mu, \widehat{\mu}^{G B}\right)=R_{0}=R\left(\mu, \widehat{\mu}^{U}\right)$. Also from Lemma 3.1, we get the following risk property for the generalized Bayes estimator $\widehat{\mu}^{G B}$.

Proposition 3.2 Both estimators $\widehat{\mu}^{G B}$ and $\widehat{\mu}^{U}$ have the same risk at $\mu=0$, namely, $R_{0}=R\left(0, \widehat{\mu}^{U}\right)=R\left(0, \widehat{\mu}^{G B}\right)$. Also, $R\left(\mu, \widehat{\mu}^{G B}\right)$ converges to $R_{0}$ as $\mu \rightarrow \infty$.

### 3.2 Minimaxity and non-minimaxity in the case of $k=2$

Let $X_{1}$ and $X_{2}$ be two mutually independent random variables whose densities are $f_{1}\left(x_{1}-\right.$ $\left.\mu_{1}\right)$ and $f_{2}\left(x_{2}-\mu_{2}\right)$, respectively, where $\mu_{1}$ and $\mu_{2}$ are unknown location parameters restricted to $\mu_{1}>0$ and $\mu_{2}>0$. Let us consider the problem of estimating the linear combination of $\mu_{1}$ and $\mu_{2}$, namely,

$$
\theta=\theta_{a_{1}, a_{2}}=a_{1} \mu_{1}+a_{2} \mu_{2}
$$

where $a_{1}$ and $a_{2}$ are real and known constants. From the results in the previous subsection, it can be guessed that the generalized Bayes estimator $\hat{\theta}^{G B}$ of $\theta$ against the uniform prior $\mathrm{d} \mu_{1} \mathrm{~d} \mu_{2}$ over the space of $\mu_{1}>0$ and $\mu_{2}>0$ improves on the unbiased estimator $\hat{\theta}^{U}=a_{1} \widehat{\mu}_{i}^{U}+a_{2} \widehat{\mu}_{2}^{U}$ in terms of the mean squares error $R\left(\mu_{1}, \mu_{2}, \hat{\theta}^{U}\right)=E\left[\left(\hat{\theta}^{U}-\theta\right)^{2}\right]$, where $\widehat{\mu}_{i}^{U}=X_{i}-c_{i}$ and $c_{i}=E\left[X_{i}-\mu_{i}\right]$ for $i=1,2$. However, this conjecture is not true. As shown below, the condition for the minimaxity of $\hat{\theta}^{G B}$ depends on signs of $a_{1}$ and $a_{2}$.

In general, let us consider a class of estimators of the form $\hat{\theta}\left(\phi_{1}, \phi_{2}\right)=a_{1} \widehat{\mu}_{1}\left(\phi_{1}\right)+$ $a_{2} \widehat{\mu}_{2}\left(\phi_{2}\right)$, where $\widehat{\mu}_{i}\left(\phi_{i}\right)=X_{i}-\phi_{i}\left(X_{i}\right)$ for $i=1,2$ and $\phi_{i}(\cdot)$ is an absolutely continuous function.

Lemma 3.2 The risk difference of the estimators $\hat{\theta}^{U}$ and $\hat{\theta}\left(\phi_{1}, \phi_{2}\right)$ is written as

$$
\begin{aligned}
& R\left(\mu_{1}, \mu_{2}, \hat{\theta}^{U}\right)-R\left(\mu_{1}, \mu_{2}, \hat{\theta}\left(\phi_{1}, \phi_{2}\right)\right) \\
& \quad=a_{1}^{2}\left\{R\left(\mu_{1}, \widehat{\mu}_{1}^{U}\right)-R\left(\mu_{1}, \widehat{\mu}_{1}\left(\phi_{1}\right)\right)\right\}+a_{2}^{2}\left\{R\left(\mu_{2}, \widehat{\mu}_{2}^{U}\right)-R\left(\mu_{2}, \widehat{\mu}_{2}\left(\phi_{2}\right)\right)\right\} \\
& \quad-2 a_{1} a_{2} E\left[\widehat{\mu}_{1}\left(\phi_{1}\right)-\mu_{1}\right] E\left[\widehat{\mu}_{2}\left(\phi_{2}\right)-\mu_{2}\right] .
\end{aligned}
$$

It is noted that $E\left[\widehat{\mu}_{i}\left(\phi_{i}\right)-\mu_{i}\right]=E\left[X_{i}-\mu_{i}-\phi_{i}\left(X_{i}\right)\right]=c_{i}-E\left[\phi_{i}\left(X_{i}\right)\right]$. If $\phi_{i}(w)$ is a nondecreasing function with $\lim _{w \rightarrow \infty} \phi_{i}(w)=c_{i}$, then it can be seen that $E\left[\widehat{\mu}_{i}\left(\phi_{i}\right)-\mu_{i}\right] \geq$ 0 . Hence from Proposition 3.1 and Lemma 3.2, we get the following proposition.

Proposition 3.3 For $i=1,2$, assume that $\phi_{i}(\cdot)$ is an absolutely continuous function which satisfies that $(a) \phi_{i}(w)$ is nondecreasing in $w$ and $\lim _{w \rightarrow \infty} \phi_{i}(w)=c_{0}$, and (b) $\phi_{i}(w) \geq \phi_{i}^{G B}(w)$, where

$$
\phi_{i}^{G B}(w)=\int_{-\infty}^{w} u f_{i}(u) \mathrm{d} u / \int_{-\infty}^{w} f_{i}(u) \mathrm{d} u
$$

If $a_{1} a_{2} \leq 0$, then the estimator $\hat{\theta}\left(\phi_{1}, \phi_{2}\right)$ is minimax.

It is interesting to note that the condition $a_{1} a_{2} \leq 0$ is necessary and sufficient for the minimaxity of the generalized Bayes estimator against the uniform prior over the restricted space, which is expressed as $\hat{\theta}^{G B}=a_{1} \widehat{\mu}_{1}^{G B}+a_{2} \widehat{\mu}_{2}^{G B}$ for $\widehat{\mu}_{i}^{G B}=X_{i}-\phi_{i}^{G B}\left(X_{i}\right)$.

Proposition 3.4 The generalized Bayes estimator $\hat{\theta}^{G B}=a_{1} \widehat{\mu}_{1}^{G B}+a_{2} \widehat{\mu}_{2}^{G B}$ against the uniform prior $\mathrm{d} \mu_{1} \mathrm{~d} \mu_{2}$ on $\mu_{1}>0$ and $\mu_{2}>0$ is minimax relative to the squared error loss if and only if $a_{1} a_{2} \leq 0$.

Proof. Since $\phi_{i}^{G B}$ satisfies condition (a) of Proposition 3.3, it is observed that $E\left[\widehat{\mu}_{i}\left(\phi_{i}^{G B}\right)-\mu_{i}\right]=c_{i}-E\left[\phi_{i}^{G B}\left(X_{i}\right)\right]>0$. If $a_{1} a_{2} \leq 0$, it is seen that $-2 a_{1} a_{2} E\left[\widehat{\mu}_{1}\left(\phi_{i}\right) \widehat{\mu}_{2}\left(\phi_{2}\right)\right] \geq$ 0 . From Proposition 3.1, it follows that $R\left(\mu_{i}, \widehat{\mu}_{i}^{U}\right)-R\left(\mu_{i}, \widehat{\mu}_{i}^{G B}\right) \geq 0$ for $i=1,2$. Thus, the dominance of $\hat{\theta}^{G B}$ over $\hat{\theta}^{U}$ is proved.

Reversely, suppose that $\hat{\theta}^{G B}$ dominates $\hat{\theta}^{U}$. We show that supposing the inequality $a_{1} a_{2}>0$ yields a contradiction. From Lemma 3.2, it is seen that at $\left(\mu_{1}, \mu_{2}\right)=(0,0)$,

$$
\begin{aligned}
& R\left(0,0, \hat{\theta}^{U}\right)-R\left(0,0, \hat{\theta}^{G B}\right) \\
& \quad=a_{1}^{2}\left\{R\left(0, \widehat{\mu}_{1}^{U}\right)-R\left(0, \widehat{\mu}_{1}^{G B}\right)\right\}+a_{2}^{2}\left\{R\left(0, \widehat{\mu}_{2}^{U}\right)-R\left(0, \widehat{\mu}_{2}^{G B}\right)\right\} \\
& \quad-2 a_{1} a_{2} E_{0}\left[\widehat{\mu}_{1}^{G B}\right] E_{0}\left[\widehat{\mu}_{2}^{G B}\right],
\end{aligned}
$$

which is equal to $-2 a_{1} a_{2} E_{0}\left[\widehat{\mu}_{1}^{G B}\right] E_{0}\left[\widehat{\mu}_{2}^{G B}\right]$ from Proposition 3.2. Under the supposition that $a_{1} a_{2}>0$, it is clear that $-2 a_{1} a_{2} E_{0}\left[\widehat{\mu}_{1}^{G B}\right] E_{0}\left[\widehat{\mu}_{2}^{G B}\right]<0$ at $\left(\mu_{1}, \mu_{2}\right)=(0,0)$. This contradicts that $\hat{\theta}^{G B}$ dominates $\hat{\theta}^{U}$. Hence, if $\hat{\theta}^{G B}$ dominates $\hat{\theta}^{U}$, then $a_{1} a_{2} \leq 0$.

### 3.3 Non-minimaxity for $k \geq 3$

We here treat the case of $k \geq 3$ where the setup of the random variables $X_{1}, \ldots, X_{k}$ is given around (1.1). Although it may be guessed that the generalized Bayes estimator against the uniform prior over the parameter $D$ is minimax, the following proposition shows that this conjecture is not correct.

Proposition 3.5 The generalized Bayes estimator $\hat{\theta}^{G B}$, given in (1.4), against the uniform prior over $D$ is not minimax if $k \geq 3$.

Proof. Corresponding to the decompositions given in (2.5), we can write $\hat{\theta}^{G B}$ as $\hat{\theta}^{G B}=\hat{\theta}_{+}^{G B}-\hat{\theta}_{-}^{G B}$ for $\hat{\theta}_{+}^{G B}=\sum_{i \in \Lambda_{+}} a_{i} \widehat{\mu}_{i}^{G B}$ and $\hat{\theta}_{-}^{G B}=-\sum_{i \in \Lambda_{-}} a_{i} \widehat{\mu}_{i}^{G B}$. Since $k \geq 3$, either $\Lambda_{+}$or $\Lambda_{-}$includes more than two elements. We here suppose that $\Lambda_{+}$has more than two elements without any loss of generality. The risk difference of the two estimators $\hat{\theta}^{U}$ and $\hat{\theta}^{G B}$ is expressed as

$$
\begin{aligned}
\Delta(\boldsymbol{\mu})= & R\left(\boldsymbol{\mu}, \hat{\theta}^{U}\right)-R\left(\boldsymbol{\mu}, \hat{\theta}^{G B}\right) \\
= & E\left[\left(\hat{\theta}_{+}^{U}-\theta_{+}\right)^{2}-\left(\hat{\theta}_{+}^{G B}-\theta_{+}\right)^{2}\right]+E\left[\left(\hat{\theta}_{-}^{U}-\theta_{-}\right)^{2}-\left(\hat{\theta}_{-}^{G B}-\theta_{-}\right)^{2}\right] \\
& +2 E\left[\hat{\theta}_{+}^{G B}-\theta_{+}\right] E\left[\hat{\theta}_{-}^{G B}-\theta_{-}\right] \\
= & \Delta_{+}(\boldsymbol{\mu})+\Delta_{-}(\boldsymbol{\mu})+2 B_{+}(\boldsymbol{\mu}) B_{-}(\boldsymbol{\mu}), \quad \text { (say) }
\end{aligned}
$$

for $B_{+}(\boldsymbol{\mu})=E\left[\hat{\theta}_{+}^{G B}-\theta_{+}\right]$and $B_{-}(\boldsymbol{\mu})=E\left[\hat{\theta}_{-}^{G B}-\theta_{-}\right]$. Note that $B_{-}(\boldsymbol{\mu})=-\sum_{i \in \Lambda_{-}} a_{i} B_{i}\left(\mu_{i}\right)$ for $B_{i}\left(\mu_{i}\right)=E_{\mu_{i}}\left[X_{i}-\mu_{i}-\phi_{i}^{G B}\left(X_{i}\right)\right]$ and that $B_{i}\left(\mu_{i}\right)=c_{i}-E_{0}\left[\phi_{i}^{G B}\left(X_{i}+\mu_{i}\right)\right]$. Since $B_{i}\left(\mu_{i}\right) \rightarrow 0$ as $\mu_{i} \rightarrow \infty$, it is seen that $B_{-}(\boldsymbol{\mu}) \rightarrow 0$ as $\mu_{i} \rightarrow \infty$ for all $i \in \Lambda_{-}$. Since

$$
\Delta_{-}(\boldsymbol{\mu})=\sum_{i \in \Lambda_{-}} a_{i}^{2}\left\{E\left[\left(\widehat{\mu}_{i}^{U}-\mu_{i}\right)^{2}\right]-E\left[\left(\widehat{\mu}_{i}^{G B}-\mu_{i}\right)^{2}\right]\right\}-2 \sum_{i \in \Lambda_{-}} \sum_{j \neq i, j \in \Lambda_{-}} a_{i} a_{j} B_{i}\left(\mu_{i}\right) B_{j}\left(\mu_{j}\right),
$$

from Proposition 3.2, it can be seen that $\Delta_{-}(\boldsymbol{\mu}) \rightarrow 0$ as $\mu_{i} \rightarrow \infty$ for all $i \in \Lambda_{-}$. Thus,

$$
\lim _{\mu_{i} \rightarrow \infty, i \in \Lambda_{-}} \Delta(\boldsymbol{\mu})=\Delta_{+}(\boldsymbol{\mu}) .
$$

Similarly, $\Delta_{+}(\boldsymbol{\mu})$ is written as

$$
\Delta_{+}(\boldsymbol{\mu})=\sum_{i \in \Lambda_{+}} a_{i}^{2}\left\{E\left[\left(\widehat{\mu}_{i}^{U}-\mu_{i}\right)^{2}\right]-E\left[\left(\widehat{\mu}_{i}^{G B}-\mu_{i}\right)^{2}\right]\right\}-2 \sum_{i \in \Lambda_{+}} \sum_{j \neq i, j \in \Lambda_{+}} a_{i} a_{j} B_{i}\left(\mu_{i}\right) B_{j}\left(\mu_{j}\right),
$$

and from Proposition 3.1, it follows that the first term in the r.h.s. is equal to zero when $\mu_{i}=0$ for all $i \in \Lambda_{+}$. Since $B_{i}(0)=c_{i}-E_{0}\left[\phi_{i}^{G B}\left(X_{i}\right)\right]>0$ and $a_{i} a_{j}>0$ for any $i, j \in \Lambda_{+}$, it is concluded that

$$
\lim _{\mu_{i} \rightarrow 0, i \in \Lambda_{+}} \lim _{\mu_{i} \rightarrow \infty, i \in \Lambda_{-}} \Delta(\boldsymbol{\mu})=\lim _{\mu_{i} \rightarrow 0, i \in \Lambda_{+}} \Delta_{+}(\boldsymbol{\mu})=-2 \sum_{i \in \Lambda_{+}} \sum_{j \neq i, j \in \Lambda_{+}} a_{i} a_{j} B_{i}(0) B_{j}(0),
$$

which is negative. That is, $R\left(\boldsymbol{\mu}, \hat{\theta}^{U}\right)<R\left(\boldsymbol{\mu}, \hat{\theta}^{G B}\right)$ for a $\boldsymbol{\mu} \in D$, which means that $\hat{\theta}^{G B}$ is not minimax.

## 4 Admissible and Minimax Estimation in Normal Distributions

The generalized Bayes estimator against the uniform prior over $D$ is not necessarily minimax as shown in the previous section. An interesting query is what is a prior distribution which results in the Bayes estimator satisfying the minimaxity. Although it may be hard to answer this query in the general location family, we can find an affirmative solution in a setup where the underlying distributions are normal.

Let $X_{1}, \ldots, X_{k}$ be mutually independent random variables where $X_{i}$ has a normal distribution with mean $\mu_{i}$ and unit variance, $\mathcal{N}\left(\mu_{i}, 1\right)$ for $\mu_{i}>0$. We use the same notations $D, \boldsymbol{\mu}, \theta, \boldsymbol{a}$ as defined around (1.1). A prior distribution considered here, denoted by $\pi^{*}(\boldsymbol{\mu})$, is that with probability one,

$$
\mu_{i}=\alpha_{i} \xi_{+} \quad \text { for } \quad i \in \Lambda_{+}, \quad \text { and } \quad \mu_{j}=\beta_{j} \xi_{-} \quad \text { for } \quad j \in \Lambda_{-},
$$

where $\alpha_{i}=a_{i} \sum_{j \in \Lambda_{+}} a_{j} / \sum_{j \in \Lambda_{+}} a_{j}^{2}, \beta_{j}=a_{j} \sum_{i \in \Lambda_{-}} a_{i} / \sum_{i \in \Lambda_{-}} a_{i}^{2}$, and $\xi_{+}$and $\xi_{-}$are distributed uniformly over the set $\left\{\left(\xi_{+}, \xi_{-}\right) \mid \xi_{+}>0, \xi_{-}>0\right\}$. For notational simplicity, let $A_{1}=\sum_{i \in \Lambda_{+}} a_{i}, A_{2}=\sum_{i \in \Lambda_{+}} \alpha_{i}^{2}, B_{1}=-\sum_{i \in \Lambda_{-}} a_{i}$ and $B_{2}=\sum_{i \in \Lambda_{-}} a_{i}^{2}$. Then it is noted
that $\sum_{i \in \Lambda_{+}} \alpha_{i}^{2}=A_{1}^{2} / A_{2}, \sum_{i \in \Lambda_{+}} \alpha_{i} x_{i} / \sum_{i \in \Lambda_{+}} \alpha_{i}^{2}=\hat{\theta}_{+}^{U} / A_{1}, \sum_{i \in \Lambda_{+}} a_{i} \alpha_{i}=A_{1}$, and similar equalities are satisfied for $\beta_{j}$. The joint density function of $(\boldsymbol{X}, \boldsymbol{\mu})$ is

$$
\begin{align*}
& (2 \pi)^{-k / 2} \exp \left\{-\frac{1}{2} \sum_{i \in \Lambda_{+}}\left(x_{i}-\alpha_{i} \xi_{+}\right)^{2}-\frac{1}{2} \sum_{j \in \Lambda_{+}}\left(x_{j}-\beta_{j} \xi_{-}\right)^{2}\right\} \mathrm{d} \boldsymbol{x} \mathrm{~d} \xi_{+} \mathrm{d} \xi_{-} \\
& \quad=\exp \left\{-\frac{A_{1}^{2}}{2 A_{2}}\left(\xi_{+}-\frac{\hat{\theta}_{+}^{U}}{A_{1}}\right)^{2}-\frac{B_{1}^{2}}{2 B_{2}}\left(\xi_{-}-\frac{\hat{\theta}_{-}^{U}}{B_{1}}\right)^{2}\right\} p\left(S_{1}, S_{2}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \xi_{+} \mathrm{d} \xi_{-} \tag{4.1}
\end{align*}
$$

where $p\left(S_{1}, S_{2}\right)=(2 \pi)^{-k / 2} \exp \left\{-\left(S_{+}+S_{-}\right) / 2\right\}$ for $S_{+}=\sum_{i \in \Lambda_{+}} x_{i}^{2}-\left(\sum_{i \in \Lambda_{+}} \alpha_{i} x_{i}\right)^{2} / \sum_{i \in \Lambda_{+}} \alpha_{i}^{2}$ and $S_{-}=\sum_{j \in \Lambda_{-}} x_{j}^{2}-\left(\sum_{j \in \Lambda_{-}} \beta_{j} x_{j}\right)^{2} / \sum_{j \in \Lambda_{-}} \beta_{i}^{2}$. To simplify the notations more, let

$$
\theta_{1}=\theta_{+} / \sqrt{A_{2}}, \quad \theta_{2}=\theta_{-} / \sqrt{B_{2}}, \quad z_{1}=\hat{\theta}_{+}^{U} / \sqrt{A_{2}}, \quad z_{2}=\hat{\theta}_{-}^{U} / \sqrt{B_{2}} .
$$

Then, $z_{1}$ and $z_{2}$ are mutually independently distributed as $\mathcal{N}\left(\theta_{1}, 1\right)$ and $\mathcal{N}\left(\theta_{2}, 1\right)$, respectively, and

$$
\begin{equation*}
\theta=\sqrt{A_{2}} \theta_{1}-\sqrt{B_{2}} \theta_{2} . \tag{4.2}
\end{equation*}
$$

Making the transformations $\xi_{1}=A_{1} A_{2}^{-1 / 2} \xi_{+}$and $\xi_{2}=B_{1} B_{2}^{-1 / 2} \xi_{-}$, we can rewrite the joint density function of ( $\boldsymbol{X}, \boldsymbol{\mu}$ ) given in (4.1) as

$$
\begin{equation*}
\exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\} \frac{\sqrt{A_{2} B_{2}}}{A_{1} B_{1}} p\left(S_{1}, S_{2}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\xi} \tag{4.3}
\end{equation*}
$$

where $\boldsymbol{\xi}=\left(\xi_{1}, \xi_{2}\right)^{t}$ and $\boldsymbol{z}=\left(z_{1}, z_{2}\right)^{t}$. Since $\sum_{i \in \Lambda_{+}} a_{i} \alpha_{i} \xi_{+}+\sum_{j \in \Lambda_{-}} a_{j} \beta_{j} \xi_{-}=\sqrt{A_{2}} \xi_{1}-$ $\sqrt{B_{2}} \xi_{2}$, the generalized Bayes estimator of $\theta$ against the prior $\pi^{*}$ can be written as

$$
\begin{align*}
\hat{\theta}^{G B *} & =\frac{\int_{D}\left(\sqrt{A_{2}} \xi_{1}-\sqrt{B_{2}} \xi_{2}\right) \exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\} \mathrm{d} \boldsymbol{\xi}}{\int_{D} \exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\} \mathrm{d} \boldsymbol{\xi}}  \tag{4.4}\\
& =\sqrt{A_{2}}\left\{z_{1}-\phi^{G B *}\left(z_{1}\right)\right\}-\sqrt{B_{2}}\left\{z_{2}-\phi^{G B *}\left(z_{2}\right)\right\},
\end{align*}
$$

where $\boldsymbol{a}^{\boldsymbol{t}} \boldsymbol{X}=\hat{\theta}_{+}^{U}-\hat{\theta}_{-}^{U}=\sqrt{A_{2}} z_{1}-\sqrt{B_{2}} z_{2}$ and

$$
\phi^{G B *}(w)=\int_{-\infty}^{w} u \exp \left\{-u^{2} / 2\right\} \mathrm{d} u / \int_{-\infty}^{w} \exp \left\{-u^{2} / 2\right\} \mathrm{d} u
$$

The minimaxity and admissiblity of $\hat{\theta}^{G B *}$ can be established in the following proposition.
Proposition 4.1 The generalized Bayes estimator $\hat{\theta}^{G B *}$ of $\theta$ against the prior $\pi^{*}$ is admissible and minimax.

Proof. The minimaxity of $\hat{\theta}^{G B *}$ follows from Proposition 3.3. In fact, the arguments given around (4.2) and (4.4) mean that the generalized Bayes estimator of $\theta=\sqrt{A_{2}} \theta_{1}-$ $\sqrt{B_{2}} \theta_{2}$ is based on $\boldsymbol{z}$, which has $\mathcal{N}\left(\boldsymbol{\theta}, \boldsymbol{I}_{2}\right)$ where $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)^{t}$ for $\theta_{1}>0$ and $\theta_{2}>0$. Thus, it can be seen that $\phi^{G B *}(w)$ satisfies the conditions (a) and (b) of Proposition 3.3, so that $\hat{\theta}^{G B *}$ is minimax.

We next prove the admissibility of $\hat{\theta}^{G B *}$ using the method of Brown and Hwang (1982). Consider a sequence of the prior distributions $\pi_{n}^{*}(\boldsymbol{\mu})$ such that with probability one,

$$
\mu_{i}=\alpha_{i} \xi_{+} \quad \text { for } \quad i \in \Lambda_{+}, \quad \text { and } \quad \mu_{j}=\beta_{j} \xi_{-} \quad \text { for } \quad j \in \Lambda_{-},
$$

where $\left(\xi_{+}, \xi_{-}\right)$is distributed as $\left\{h_{n}\left(A_{1} A_{2}^{-1 / 2} \xi_{+}+B_{1} B_{2}^{-1 / 2} \xi_{-}\right)\right\}^{2}$ for

$$
h_{n}(t)= \begin{cases}1, & \text { if } 0 \leq t<1 \\ 1-\log t / \log n, & \text { if } 1 \leq t \leq n \\ 0, & \text { if } n<t\end{cases}
$$

Similarly to (4.3), we can write the joint density function of ( $\boldsymbol{X}, \boldsymbol{\mu})$ given in (4.1) as

$$
\begin{equation*}
\exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \frac{\sqrt{A_{2} B_{2}}}{A_{1} B_{1}} p\left(S_{1}, S_{2}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\xi} \tag{4.5}
\end{equation*}
$$

where $|\boldsymbol{\xi}|$ denotes $|\boldsymbol{\xi}|=\xi_{1}+\xi_{2}$. The generalized Bayes estimator $\delta_{n}$ against the prior $\pi_{n}^{*}(\boldsymbol{\mu})$ can be expressed as

$$
\delta_{n}=\frac{\int_{D}\left(\sqrt{A_{2}} \xi_{1}-\sqrt{B_{2}} \xi_{2}\right)\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\} \mathrm{d} \boldsymbol{\xi}}{\int_{D}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\} \mathrm{d} \boldsymbol{\xi}}
$$

and the generalized Bayes estimator $\hat{\theta}^{G B *}$ corresponds to the case of $h_{n}(|\boldsymbol{\xi}|)=1$, where $D=\left\{\boldsymbol{\xi} \mid \xi_{1}>0, \xi_{2}>0\right\}$. From (4.3), the difference of the Bayes risk functions of two estimators $\hat{\theta}^{G B *}$ and $\delta_{n}$ is written by

$$
\begin{aligned}
\Delta_{n} & =\int_{D} \int\left\{\left(\hat{\theta}^{G B *}-\theta\right)^{2}-\left(\delta_{n}-\theta\right)^{2}\right\} \exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \frac{\sqrt{A_{2} B_{2}}}{A_{1} B_{1}} p\left(S_{1}, S_{2}\right) \mathrm{d} \boldsymbol{x} \mathrm{~d} \boldsymbol{\xi} \\
& =\int\left(\hat{\theta}^{G B *}-\delta_{n}\right)^{2} \int_{D} \exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \frac{\sqrt{A_{2} B_{2}}}{A_{1} B_{1}} p\left(S_{1}, S_{2}\right) \mathrm{d} \boldsymbol{\xi} \mathrm{~d} \boldsymbol{x}
\end{aligned}
$$

where $\theta=\sqrt{A_{2}} \xi_{1}-\sqrt{B_{2}} \xi_{2}$ in the above bracket. Noting that $z_{1}, z_{2}$ and $\left(S_{+}, S_{-}\right)$are mutually independent, we can evaluate $\Delta_{n}$ as

$$
\begin{align*}
\Delta_{n}= & C \int\left(\hat{\theta}^{G B *}-\delta_{n}\right)^{2} \int_{D} \exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \mathrm{~d} \boldsymbol{\xi} \mathrm{~d} \boldsymbol{z} \\
\leq & 2 C A_{2} \int\left\{\int_{D} \xi_{1} f_{2}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}-\int_{D} \xi_{1} f_{1}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}\right\}^{2} \int_{D} \exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \mathrm{~d} \boldsymbol{\xi} \mathrm{~d} \boldsymbol{z} \\
& +2 C B_{2} \int\left\{\int_{D} \xi_{2} f_{2}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}-\int_{D} \xi_{2} f_{1}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}\right\}^{2} \int_{D} \exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \mathrm{~d} \boldsymbol{\xi} \mathrm{~d} \boldsymbol{z} \\
= & \Delta_{+}+\Delta_{-}, \quad \text { (say) } \tag{4.6}
\end{align*}
$$

where $C$ is an appropriate positive constant, and

$$
\begin{aligned}
f_{1}(\boldsymbol{\xi}) & =\frac{\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right)}{\int_{D}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}}, \\
f_{2}(\boldsymbol{\xi}) & =\frac{\exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right)}{\int_{D} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}} .
\end{aligned}
$$

We now show that $\Delta_{+} \rightarrow 0$ and $\Delta_{-} \rightarrow 0$ as $n \rightarrow \infty$ by using the same arguments as in Tsukuma and Kubokawa (2008). Let $\boldsymbol{\theta} \vee \boldsymbol{\eta}=\left(\max \left(\theta_{1}, \eta_{1}\right) \text {, max }\left(\theta_{2}, \eta_{2}\right)\right)^{t}$ and $\boldsymbol{\theta} \wedge \boldsymbol{\eta}=\left(\min \left(\theta_{1}, \eta_{1}\right), \min \left(\theta_{2}, \eta_{2}\right)\right)^{t}$ for $\boldsymbol{\theta}=\left(\theta_{1}, \theta_{2}\right)^{t}$ and $\boldsymbol{\eta}=\left(\eta_{1}, \eta_{2}\right)^{t}$. Since $\left\{h_{n}(t)\right\}^{2}$ is nonincreasing in $t$, it is noted that $\left\{h_{n}(|\boldsymbol{\theta} \wedge \boldsymbol{\eta}|)\right\}^{2} \geq\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2}$, which implies that $f_{1}(\boldsymbol{\theta}) f_{2}(\boldsymbol{\eta}) \leq f_{2}(\boldsymbol{\theta} \vee \boldsymbol{\eta}) f_{1}(\boldsymbol{\theta} \wedge \boldsymbol{\eta})$. Hence from Karlin and Rinott (1980), it follows that

$$
\begin{equation*}
\int_{D} \xi_{i} f_{1}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \leq \int_{D} \xi_{i} f_{2}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}, \quad i=1,2 . \tag{4.7}
\end{equation*}
$$

Using the integration by parts, we can see that

$$
\begin{align*}
& \int_{D}\left(\xi_{1}-z_{1}\right)\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi} \\
& = \\
& \quad \exp \left(-z_{1}^{2} / 2\right) \int_{0}^{n}\left\{h_{n}\left(\xi_{2}\right)\right\}^{2} \exp \left(-\left(\xi_{2}-x_{2}\right)^{2} / 2\right) \mathrm{d} \xi_{2}  \tag{4.8}\\
& \quad \\
& \quad-\int_{\boldsymbol{\xi} \in D, 1 \leq|\boldsymbol{\xi}| \leq n} h_{n}(|\boldsymbol{\xi}|)\{1 /(|\boldsymbol{\xi}| \log n)\} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}  \tag{4.9}\\
& \int_{D}\left(\xi_{1}-z_{1}\right) \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi} \\
& \quad=\exp \left(-z_{1}^{2} / 2\right) \int_{0}^{\infty} \exp \left(-\left(\xi_{2}-z_{2}\right)^{2} / 2\right) \mathrm{d} \xi_{2}
\end{align*}
$$

Combining (4.7), (4.8) and (4.9) gives that

$$
\begin{align*}
0 \leq & \int_{D}\left(\xi_{1}-z_{1}\right) f_{2}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}-\int_{D}\left(\xi_{1}-z_{1}\right) f_{1}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \\
= & \frac{\exp \left(-z_{1}^{2} / 2\right)}{\int_{0}^{\infty} \exp \left(-\left(\xi_{1}-z_{1}\right)^{2} / 2\right) \mathrm{d} \xi_{1}} \\
& \quad-\frac{\exp \left(-z_{1}^{2} / 2\right) \int_{0}^{n}\left\{h_{n}\left(\xi_{2}\right)\right\}^{2} \exp \left(-\left(\xi_{2}-z_{2}\right)^{2} / 2\right) \mathrm{d} \xi_{2}}{\int_{D}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}} \\
& +\frac{\int_{\boldsymbol{\xi} \in D, 1 \leq|\boldsymbol{\xi}| \leq n}(|\boldsymbol{\xi}| \log n)^{-1} h_{n}(|\boldsymbol{\xi}|) \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}}{\int_{D}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}} . \tag{4.10}
\end{align*}
$$

Since $h_{n}(|\boldsymbol{\xi}|) I(\boldsymbol{\xi} \in D, 0 \leq|\boldsymbol{\xi}| \leq n) \leq h_{n}\left(\xi_{2}\right) I\left(0 \leq \xi_{1} \leq n, 0 \leq \xi_{2} \leq n\right)$, we observe that

$$
\begin{aligned}
& \int_{D}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi} \\
& \quad \leq \int_{0 \leq \xi_{1} \leq n, 0 \leq \xi_{2} \leq n}\left\{h_{n}\left(\xi_{2}\right)\right\}^{2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi} \\
& \quad \leq \int_{0}^{\infty} \exp \left(-\left(\xi_{1}-z_{1}\right)^{2} / 2\right) \mathrm{d} \xi_{1} \int_{0}^{n}\left\{h_{n}\left(\xi_{2}\right)\right\}^{2} \exp \left(-\left(\xi_{2}-z_{2}\right)^{2} / 2\right) \mathrm{d} \xi_{2},
\end{aligned}
$$

which is used to evaluate the second term in the r.h.s. of the equation (4.10). Hence from
(4.10),

$$
\begin{aligned}
0 & \leq \int_{D}\left(\xi_{1}-z_{1}\right) f_{2}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}-\int_{D}\left(\xi_{1}-z_{1}\right) f_{1}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi} \\
& \leq \frac{\int_{\boldsymbol{\xi} \in D, 1 \leq|\boldsymbol{\xi}| \leq n}(|\boldsymbol{\xi}| \log n)^{-1} h_{n}(|\boldsymbol{\xi}|) \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}}{\int_{D}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}} .
\end{aligned}
$$

Using the Cauchy-Schwarz inequality, we can see that

$$
\begin{aligned}
& \left\{\int_{D} \xi_{1} f_{2}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}-\int_{D} \xi_{1} f_{1}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}\right\}^{2} \\
& \quad \leq \frac{\left\{\int_{\boldsymbol{\xi} \in D, 1 \leq|\boldsymbol{\xi}| \leq n}(|\boldsymbol{\xi}| \log n)^{-1} h_{n}(|\boldsymbol{\xi}|) \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}\right\}^{2}}{\left\{\int_{D}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}\right\}^{2}} \\
& \quad \leq \frac{\int_{\boldsymbol{\xi} \in D, 1 \leq|\boldsymbol{\xi}| \leq n}(|\boldsymbol{\xi}| \log n)^{-2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}}{\int_{D}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi}},
\end{aligned}
$$

which implies that

$$
\begin{aligned}
\Delta_{+} & =2 C A_{2} \int\left\{\int_{D} \xi_{1} f_{2}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}-\int_{D} \xi_{1} f_{1}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}\right\}^{2} \int_{D} \exp \left\{-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right\}\left\{h_{n}(|\boldsymbol{\xi}|)\right\}^{2} \mathrm{~d} \boldsymbol{\xi} \mathrm{~d} \boldsymbol{z} \\
& \leq 2 C A_{2} \iint_{\boldsymbol{\xi} \in D, 1 \leq|\boldsymbol{\xi}| \leq n}(|\boldsymbol{\xi}| \log n)^{-2} \exp \left(-\|\boldsymbol{\xi}-\boldsymbol{z}\|^{2} / 2\right) \mathrm{d} \boldsymbol{\xi} \mathrm{~d} \boldsymbol{z} \\
& =2 C A_{2}(2 \pi) \int_{\boldsymbol{\xi} \in D, 1 \leq \xi_{1}+\xi_{2} \leq n}\left(\xi_{1}+\xi_{2}\right)^{-2} \mathrm{~d} \boldsymbol{\xi}(\log n)^{-2} .
\end{aligned}
$$

Making the transformations $u=\xi_{1}+\xi_{2}$ and $w=\xi_{1} /\left(\xi_{1}+\xi_{2}\right)$, we can see that

$$
\int_{\boldsymbol{\xi} \in D, 1 \leq \xi_{1}+\xi_{2} \leq n}\left(\xi_{1}+\xi_{2}\right)^{-2} \mathrm{~d} \boldsymbol{\xi}=\int_{0}^{1} \mathrm{~d} w \int_{1}^{n} u^{-1} \mathrm{~d} u=\log n
$$

so that $\Delta_{+}$is evaluated as

$$
\Delta_{+} \leq 2 C A_{2}(2 \pi)(\log n)^{-1}
$$

which goes to zero as $n \rightarrow \infty$. Similarly, we have $\Delta_{-} \leq 2 C B_{2}(2 \pi)(\log n)^{-1}$. Therefore, the admissibility of $\hat{\theta}^{G B *}$ is established.

Finally, we give an expression of the risk function of $\hat{\theta}^{G B *}$. As seen from (4.3) and (4.4), the estimator $\hat{\theta}^{G B *}$ corresponds to the case of $k=2$ in the generalized Bayes estimator $\hat{\theta}^{G B}$ against the uniform prior over $D$ given in (1.3). Thus, we begin with handling the estimator $\hat{\theta}^{G B}$. First, the generalized Bayes estimator of the mean vector $\boldsymbol{\mu}$ against the uniform prior is given by $\widehat{\boldsymbol{\mu}}^{G B}=\boldsymbol{X}-\boldsymbol{\phi}^{G B}(\boldsymbol{X})$, where

$$
\phi^{G B}(\boldsymbol{X})=\frac{\int_{D}(\boldsymbol{X}-\boldsymbol{\xi}) \exp \left\{-\|\boldsymbol{X}-\boldsymbol{\xi}\|^{2} / 2\right\} \mathrm{d} \boldsymbol{\xi}}{\int_{D} \exp \left\{-\|\boldsymbol{X}-\boldsymbol{\xi}\|^{2} / 2\right\} \mathrm{d} \boldsymbol{\xi}}
$$

for $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{k}\right)^{t}$. It can be seen that $\phi^{G B}(\boldsymbol{X})=\left(\phi_{1}^{G B}\left(X_{1}\right), \ldots, \phi_{k}^{G B}\left(X_{k}\right)\right)^{t}$ where $\phi_{i}^{G B}\left(X_{i}\right)=\int_{0}^{\infty}\left(X_{i}-\xi_{i}\right) \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i} / \int_{0}^{\infty} \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i}$. The function $\phi_{i}^{G B}\left(X_{i}\right)$ can be further rewritten as

$$
\begin{equation*}
\phi_{i}^{G B}\left(X_{i}\right)=\phi_{i}^{G B}=\frac{\int_{-\infty}^{X_{i}} u \exp \left\{-u^{2} / 2\right\} \mathrm{d} u}{\int_{-\infty}^{X_{i}} \exp \left\{-u^{2} / 2\right\} \mathrm{d} u}=-\frac{\exp \left\{-X_{i}^{2} / 2\right\}}{\int_{-\infty}^{X_{i}} \exp \left\{-u^{2} / 2\right\} \mathrm{d} u} \tag{4.11}
\end{equation*}
$$

which is negative. In the context of the simultaneous estimation of $\boldsymbol{\mu}$, Hartigan (2004) derived an expression of the risk function of $\widehat{\boldsymbol{\mu}}^{G B}$, which is given by

$$
R\left(\boldsymbol{\mu}, \widehat{\boldsymbol{\mu}}^{G B}\right)=E\left[\left\|\widehat{\boldsymbol{\mu}}^{G B}-\boldsymbol{\mu}\right\|^{2}\right]=k+E_{\boldsymbol{\mu}}\left[\sum_{i=1}^{k} \mu_{i} \phi_{i}^{G B}\left(X_{i}\right)\right] .
$$

This demonstrates that $\widehat{\boldsymbol{\mu}}^{G B}$ dominates $\boldsymbol{X}$, namely, $\widehat{\boldsymbol{\mu}}^{G B}$ is minimax for any dimension $k$. To the contrast, the dominance results obtained in Section 3 mean that the generalized Bayes estimator $\hat{\theta}^{G B}$ is not necessarily minimax. Using the same arguments as in Hartigan (2004), we can get a similar expression of the risk function. Using the same notation as in (4.11), we can express the generalized Bayes estimator $\hat{\theta}^{G B}$ of $\theta=\boldsymbol{a}^{t} \boldsymbol{\mu}$ as

$$
\hat{\theta}^{G B}=\boldsymbol{a}^{t} \widehat{\boldsymbol{\mu}}^{G B}=\boldsymbol{a}^{t} \boldsymbol{X}-\boldsymbol{a}^{t} \boldsymbol{\phi}^{G B}(\boldsymbol{X}),
$$

whose risk function is given in the following proposition.
Proposition 4.2 The risk function $R\left(\boldsymbol{\mu}, \hat{\theta}^{G B}\right)=E\left[\left(\hat{\theta}^{G B}-\theta\right)^{2}\right]$ is expressed as

$$
\begin{equation*}
R\left(\boldsymbol{\mu}, \hat{\theta}^{G B}\right)=\boldsymbol{a}^{t} \boldsymbol{a}+E_{\boldsymbol{\mu}}\left[\sum_{i=1}^{k} a_{i}^{2} \mu_{i} \phi_{i}^{G B}\left(X_{i}\right)+2 \sum_{i=1}^{k} \sum_{j>i} a_{i} a_{j} \phi_{i}^{G B}\left(X_{i}\right) \phi_{j}^{G B}\left(X_{j}\right)\right] . \tag{4.12}
\end{equation*}
$$

Proof. For notational simplicity, let $\phi_{i}=\phi_{i}^{G B}\left(X_{i}\right)$ and $\boldsymbol{\phi}=\left(\phi_{1}, \ldots, \phi_{k}\right)^{t}$. Let $\Delta=R\left(\boldsymbol{\mu}, \hat{\theta}^{G B}\right)-R\left(\boldsymbol{\mu}, \boldsymbol{a}^{t} \boldsymbol{X}\right)$. Since $R\left(\boldsymbol{\mu}, \boldsymbol{a}^{t} \boldsymbol{X}\right)=\boldsymbol{a}^{t} \boldsymbol{a}$, it is easy to see that

$$
\Delta=\boldsymbol{a}^{t} E\left[-(\boldsymbol{X}-\boldsymbol{\mu}) \phi^{t}-\boldsymbol{\phi}(\boldsymbol{X}-\boldsymbol{\mu})^{t}+\boldsymbol{\phi} \phi^{t}\right] \boldsymbol{a}
$$

Applying the Stein identity to one of the cross product terms gives that

$$
\begin{aligned}
E\left[(\boldsymbol{X}-\boldsymbol{\mu}) \phi^{t}\right] & =E\left[\operatorname{diag}_{i}\left(\left(X_{i}-\mu_{i}\right) \phi_{i}\right)\right] \\
& =E\left[\operatorname{diag}_{i}\left(1-\frac{\int_{0}^{\infty}\left(X_{i}-\xi_{i}\right)^{2} \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i}}{\int_{0}^{\infty} \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i}}+\phi_{i}^{2}\right)\right]
\end{aligned}
$$

where $\operatorname{diag}_{i}\left(d_{i}\right)$ denotes diag $\left(d_{1}, \ldots, d_{k}\right)$. Since $\left(X_{i}-\mu_{i}\right)\left(X_{i}-\xi_{i}\right)=\left(X_{i}-\xi_{i}\right)^{2}+\left(\xi_{i}-\right.$ $\left.\mu_{i}\right)\left(X_{i}-\xi_{i}\right)$, the other cross product term is written as

$$
\begin{aligned}
E\left[\boldsymbol{\phi}(\boldsymbol{X}-\boldsymbol{\mu})^{t}\right]= & E\left[\operatorname{diag}_{i}\left(\frac{\int_{0}^{\infty}\left(X_{i}-\xi_{i}\right)^{2} \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i}}{\int_{0}^{\infty} \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i}}\right)\right. \\
& \left.+\operatorname{diag}_{i}\left(\frac{\int_{0}^{\infty}\left(\xi_{i}-\mu_{i}\right)\left(X_{i}-\xi_{i}\right) \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i}}{\int_{0}^{\infty} \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i}}\right)\right]
\end{aligned}
$$

By integration by parts, it is observed that

$$
\begin{aligned}
\int_{0}^{\infty} & \left(\xi_{i}-\mu_{i}\right)\left(X_{i}-\xi_{i}\right) \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i} \\
\quad & =\mu_{i} \exp \left\{-X_{i}^{2} / 2\right\}-\int_{0}^{\infty} \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i}
\end{aligned}
$$

From (4.11), it follows that

$$
\frac{\int_{0}^{\infty}\left(\xi_{i}-\mu_{i}\right)\left(X_{i}-\xi_{i}\right) \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i}}{\int_{0}^{\infty} \exp \left\{-\left(X_{i}-\xi_{i}\right)^{2} / 2\right\} \mathrm{d} \xi_{i}}=-\mu_{i} \phi_{i}-1
$$

Combining the above observations gives that

$$
\Delta=\boldsymbol{a}^{t} E\left[-\operatorname{diag}_{i}\left(\left\{\phi_{i}\right\}^{2}-\mu_{i} \phi_{i}\right)+\boldsymbol{\phi} \boldsymbol{\phi}^{t}\right] \boldsymbol{a}
$$

which yields expression (4.12).
When $\mu_{i}$ is zero, it is seen that $E_{0}\left[\phi_{i}\left(X_{i}\right)\right]=E_{0}\left[\phi_{1}\left(X_{1}\right)\right]$ for $i=2, \ldots, k$. Then from Proposition 4.2, it is seen that $R\left(\mathbf{0}, \hat{\theta}^{G B}\right)=\boldsymbol{a}^{t} \boldsymbol{a}+2 \sum_{i=1}^{k} \sum_{j>i} a_{i} a_{j}\left\{E_{0}\left[\phi_{1}^{G B}\left(X_{1}\right)\right]\right\}^{2}$, which implies that a necessary condition for the minimaxity of $\hat{\theta}^{G B}$ is that $\sum_{i=1}^{k} \sum_{j>i} a_{i} a_{j} \leq 0$ or $k=1$. As seen from Propositions 3.1 and 3.3, this is a sufficient condition as well. From Proposition 3.5, however, it is not sufficient in the case of $k \geq 3$.

As the case of $k=2$ in Proposition 4.2, we can provide an expression of the risk of the generalized Bayes estimator $\hat{\theta}^{G B *}$ given in (4.4). It is expressed as

$$
\begin{aligned}
R\left(\boldsymbol{\mu}, \hat{\theta}^{G B}\right)= & A_{2}^{2}+B_{2}^{2}+E_{\boldsymbol{\mu}}\left[A_{2} \theta_{1} \phi^{G B s}\left(z_{1}\right)+B_{2} \theta_{2} \phi^{G B s}\left(z_{2}\right)\right] \\
& -2 E_{\boldsymbol{\mu}}\left[\sqrt{A_{2} B_{2}} \phi^{G B *}\left(z_{1}\right) \phi^{G B *}\left(z_{2}\right)\right] .
\end{aligned}
$$

## 5 A relation to the Stein problem in variance estimation

In this section, we explain that the estimation of the restricted mean in a normal distribution is related to the Stein problem in the estimation of variance. This fact was established by Rukhin (1992) in a canonical form of a normal distributional model. We here use the same arguments to clarify the conditions on the parameters under which the Stein estimator of variance in a linear regression model converges to the truncated estimator of the restriced normal mean. We also show that the Stein problem in estimation of ratio of variances converges to the estimation of the difference of two restricted normal means.

Let us consider the linear regression model

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{X} \boldsymbol{\beta}+\boldsymbol{\epsilon} \tag{5.1}
\end{equation*}
$$

where $\boldsymbol{y}$ and $\boldsymbol{X}$ are $n \times 1$ and $n \times p$ observation matrices, respectively, and $\boldsymbol{\beta}$ is a $p$-vector of the regression parameters and $\boldsymbol{\epsilon}$ is an $n$-vector of errors having a distribution $\mathcal{N}\left(\mathbf{0}, \sigma^{2} \boldsymbol{I}_{n}\right)$.

It is assumed that $\boldsymbol{X}$ is of full rank. Let $\widehat{\boldsymbol{\beta}}=\left(\boldsymbol{X}^{t} \boldsymbol{X}\right)^{-1} \boldsymbol{X}^{t} \boldsymbol{y}$ and $S=(\boldsymbol{y}-\boldsymbol{X} \widehat{\boldsymbol{\beta}})^{t}(\boldsymbol{y}-\boldsymbol{X} \widehat{\boldsymbol{\beta}})$, which are distributed as $\mathcal{N}\left(\boldsymbol{\beta}, \sigma^{2} \boldsymbol{I}_{p}\right)$ and $\sigma^{2} \chi_{m}^{2}$ for $m=n-p$. Stein (1964) showed that the best scale estimator based on $S$ is inadmissible and is improved on by using information contained in $\widehat{\boldsymbol{\beta}}$. For instance, the unbiased estimator $\hat{\sigma}^{2 U}=S / m$ is improved on by the truncated estimator

$$
\hat{\sigma}^{2 S}=\left\{S / m,\left(S+\widehat{\boldsymbol{\beta}}^{t} \boldsymbol{X}^{t} \boldsymbol{X} \widehat{\boldsymbol{\beta}}\right) / n\right\}
$$

relative to an entropy loss function. Rukhin (1992) showed that this dominance result can be approximated by the estimation of a positive mean in a normal distribution.

Consider the asymptotic approximation under the following setup which is a slightly different framework from that of Rukin (1992):
(A1) The dimension $p$ behaves as $p=n-d_{n}$ where $d_{n}>0$ and $d_{n}=O\left(n^{\delta}\right)$ for $0 \leq \delta<1$.
(A2) $\boldsymbol{X}^{t} \boldsymbol{X} / n$ converges to a positive definite matrix, and there is a positive constant $\theta$ such that

$$
\lim _{n \rightarrow \infty} \sqrt{m} \boldsymbol{\beta}^{t} \boldsymbol{X}^{t} \boldsymbol{X} \boldsymbol{\beta} /\left(n \sigma^{2}\right)=\sqrt{2} \theta
$$

Under (A1), it is easy to see that $m=O\left(n^{\delta}\right)$ and $m \rightarrow \infty$ as $n \rightarrow \infty$. Let $Z=$ $\left(S-m \sigma^{2}\right) /\left(\sqrt{2 m} \sigma^{2}\right)$ and $\boldsymbol{U}=\left(\boldsymbol{X}^{t} \boldsymbol{X}\right)^{1 / 2}(\widehat{\boldsymbol{\beta}}-\boldsymbol{\beta}) / \sigma$. Then $\boldsymbol{U}$ have $\mathcal{N}_{p}(\mathbf{0}, \boldsymbol{I})$. Since $E[S]=m \sigma^{2}$ and $\operatorname{Var}[S]=2 m \sigma^{4}$, it is seen that $Z$ converges to $\mathcal{N}(0,1)$ as $m \rightarrow \infty$. Thus,

$$
\begin{equation*}
\sqrt{m}\left(\hat{\sigma}^{2 U}-\sigma^{2}\right) / \sigma^{2}=\sqrt{2} Z=-\sqrt{2}(Y-\theta) \tag{5.2}
\end{equation*}
$$

where $Y=-Z+\theta$ and it converges to $\mathcal{N}(\theta, 1)$. Since $\widehat{\boldsymbol{\beta}}^{t} \boldsymbol{X}^{t} \boldsymbol{X} \widehat{\boldsymbol{\beta}}=\sigma^{2} \boldsymbol{U}^{t} \boldsymbol{U}+2 \sigma \boldsymbol{\beta}^{t}\left(\boldsymbol{X}^{t} \boldsymbol{X}\right)^{1 / 2} \boldsymbol{U}+$ $\boldsymbol{\beta}^{t} \boldsymbol{X}^{t} \boldsymbol{X} \boldsymbol{\beta}$, it can be seen that

$$
\begin{aligned}
& \sqrt{m}\left(\hat{\sigma}^{2 S}-\sigma^{2}\right) / \sigma^{2} \\
& =\sqrt{m}\left(\hat{\sigma}^{2 U}-\sigma^{2}\right) / \sigma^{2}-\sqrt{m} \max \left\{0, \frac{p}{n m} S-\frac{\widehat{\boldsymbol{\beta}}^{t} \boldsymbol{X}^{t} \boldsymbol{X} \widehat{\boldsymbol{\beta}}}{n}\right\} \\
& =\sqrt{2} Z-\max \left\{0, \frac{p}{n}(\sqrt{2} Z+\sqrt{m})-\frac{\sqrt{m}}{n} \boldsymbol{U}^{t} \boldsymbol{U}\right. \\
& \\
& \left.\quad-2 \frac{\sqrt{m}}{\sigma \sqrt{n}} \boldsymbol{\beta}^{t}\left(\boldsymbol{X}^{t} \boldsymbol{X} / n\right)^{1 / 2} \boldsymbol{U}-\frac{\sqrt{m} \boldsymbol{\beta}^{t} \boldsymbol{X}^{t} \boldsymbol{X} \boldsymbol{\beta}}{n \sigma^{2}}\right\} \\
& =\sqrt{2} Z-\max \left\{0, \frac{p}{n} \sqrt{2} Z+\frac{\sqrt{m p}}{n} \sqrt{p}\left(\boldsymbol{U}^{t} \boldsymbol{U} / p-1\right)\right. \\
& \\
& \left.\quad-2 \frac{\sqrt{m}}{\sigma \sqrt{n}} \boldsymbol{\beta}^{t}\left(\boldsymbol{X}^{t} \boldsymbol{X} / n\right)^{1 / 2} \boldsymbol{U}-\frac{\sqrt{m} \boldsymbol{\beta}^{t} \boldsymbol{X}^{t} \boldsymbol{X} \boldsymbol{\beta}}{n \sigma^{2}}\right\} .
\end{aligned}
$$

From the assumptions, it is observed that $p / n \rightarrow 1, \sqrt{m p} / n=O\left(n^{(\delta-1) / 2}\right) \rightarrow 0$ and $\sqrt{p}\left(\boldsymbol{U}^{t} \boldsymbol{U} / p-1\right)=O_{p}(1)$, so that $(\sqrt{m p} / n) \sqrt{p}\left(\boldsymbol{U}^{t} \boldsymbol{U} / p-1\right) \rightarrow 0$. Note that

$$
\frac{\sqrt{m}}{\sigma \sqrt{n}} \boldsymbol{\beta}^{t}\left(\boldsymbol{X}^{t} \boldsymbol{X} / n\right)^{1 / 2} \boldsymbol{U}=\sqrt{\sqrt{m} / n} \sqrt{\sqrt{m} \boldsymbol{\beta}^{t} \boldsymbol{X}^{t} \boldsymbol{X} \boldsymbol{\beta} / n} \frac{\boldsymbol{\beta}^{t}\left(\boldsymbol{X}^{t} \boldsymbol{X} / n\right)^{1 / 2} \boldsymbol{U}}{\sqrt{\boldsymbol{\beta}^{t}\left(\boldsymbol{X}^{t} \boldsymbol{X} / n\right) \boldsymbol{\beta}}}
$$

Since $\boldsymbol{\beta}^{t}\left(\boldsymbol{X}^{t} \boldsymbol{X} / n\right)^{1 / 2} \boldsymbol{U} / \sqrt{\boldsymbol{\beta}^{t}\left(\boldsymbol{X}^{t} \boldsymbol{X} / n\right) \boldsymbol{\beta}} \sim \mathcal{N}(0,1)$ and $\sqrt{m} / n=O\left(n^{\delta / 2-1}\right)$, it is seen that $\{\sqrt{m} / \sigma \sqrt{n}\} \boldsymbol{\beta}^{t}\left(\boldsymbol{X}^{t} \boldsymbol{X} / n\right)^{1 / 2} \boldsymbol{U} \rightarrow 0$. Thus,

$$
\begin{align*}
\sqrt{m}\left(\hat{\sigma}^{2 S}-\sigma^{2}\right) / \sigma^{2} & \rightarrow \sqrt{2} Z-\max \{0, \sqrt{2} Z-\sqrt{2} \theta\} \\
& =-\sqrt{2}(\max \{Y, 0\}-\theta) \tag{5.3}
\end{align*}
$$

where $Y=-Z+\theta$ converges to $\mathcal{N}(\theta, 1)$ for $\theta>0$. This shows that Stein's truncated estimator of $\sigma^{2}$ converges to the nonnegative estimator $\max (Y, 0)$ of $\theta$ where $Y \sim \mathcal{N}(\theta, 1)$ for $\theta>0$.

We next consider the estimation of ratio of variances in two linear models, given by $\boldsymbol{y}_{i}=\boldsymbol{X}_{i} \boldsymbol{\beta}_{i}+\boldsymbol{\epsilon}_{i}, i=1,2$, where $\boldsymbol{\epsilon}_{i} \sim \mathcal{N}_{n}\left(\mathbf{0}, \sigma_{i}^{2} \boldsymbol{I}_{n}\right), \boldsymbol{\beta}_{i}$ is a $p \times 1$ vector and the other variables are defined similarly to (5.1). Let $\widehat{\boldsymbol{\beta}}_{i}$ and $S_{i}$ be defined as similar statistics as in model (5.1). Kubokawa (1994b), Kubokawa and Srivastava (1996) and Iliopoulos and Kourouklis (1999) showed that the best multiple by the ratio $S_{1} / S_{1}$ can be improved on by using information on $\widehat{\boldsymbol{\beta}}_{1}$ and $\widehat{\boldsymbol{\beta}}_{2}$ in the estimation of the ratio $\rho=\sigma_{2}^{2} / \sigma_{1}^{2}$. Let $\hat{\sigma}_{i}^{2 U}=S_{i} / m$ and $\hat{\sigma}_{i}^{2 S}=\min \left\{\hat{\sigma}_{i}^{2 U},\left(S_{i}+\widehat{\boldsymbol{\beta}}_{i}^{t} \boldsymbol{X}_{i}^{t} \boldsymbol{X}_{i} \widehat{\boldsymbol{\beta}}_{i}\right) / n\right\}$ for $i=1,2$ and $m=n-p$. For instance, the ratio of the unbiased estimators $\hat{\sigma}_{2}^{2 U} / \hat{\sigma}_{1}^{2 U}$ should be improved on by the ratio of the truncated estimators $\hat{\sigma}_{2}^{2 S} / \hat{\sigma}_{1}^{2 S}$. To derive the asymptotic approximations of these ratio estimators, it is noted that for two estimators $\hat{\sigma}_{1}^{2}$ and $\hat{\sigma}_{2}^{2}$,

$$
\begin{align*}
\sqrt{m}\left(\hat{\sigma}_{2}^{2} / \hat{\sigma}_{1}^{2}-\sigma_{2}^{2} / \sigma_{1}^{2}\right) & =\frac{\sqrt{m}\left(\hat{\sigma}_{2}^{2}-\sigma_{2}^{2}\right) / \sigma_{2}^{2}+\sqrt{m}}{\left(\hat{\sigma}_{1}^{2}-\sigma_{1}^{2}\right) / \sigma_{1}^{2}+1} \frac{\sigma_{2}^{2}}{\sigma_{1}^{2}}-\sqrt{m} \frac{\sigma_{2}^{2}}{\sigma_{1}^{2}} \\
& =\frac{\sigma_{2}^{2}}{\sigma_{1}^{2}}\left(\frac{\sqrt{m}\left(\hat{\sigma}_{2}^{2}-\sigma_{2}^{2}\right) / \sigma_{2}^{2}}{\left(\hat{\sigma}_{1}^{2}-\sigma_{1}^{2}\right) / \sigma_{1}^{2}+1}-\frac{\sqrt{m}\left(\hat{\sigma}_{1}^{2}-\sigma_{1}^{2}\right) / \sigma_{1}^{2}}{\left(\hat{\sigma}_{1}^{2}-\sigma_{1}^{2}\right) / \sigma_{1}^{2}+1}\right) \tag{5.4}
\end{align*}
$$

Assume the condition (A1) and
(A2') For $i=1,2, \boldsymbol{X}_{i}^{t} \boldsymbol{X}_{i} / n$ converges to a positive definite matrix, and there is positive constant $\theta_{i}$ such that

$$
\lim _{n \rightarrow \infty} \sqrt{m} \boldsymbol{\beta}_{i}^{t} \boldsymbol{X}_{i}^{t} \boldsymbol{X}_{i} \boldsymbol{\beta}_{i} /\left(n \sigma_{i}^{2}\right)=\sqrt{2} \theta_{i} .
$$

For $i=1,2$, let $Z_{i}=\left(S_{i}-m \sigma_{i}^{2}\right) /\left(\sqrt{2 m} \sigma_{i}^{2}\right)$ and $Y_{i}=-Z_{i}+\theta_{i}$, which has $\mathcal{N}\left(\theta_{i}, 1\right)$. Hence from (5.2) and (5.4), it is observed that

$$
\sqrt{m}\left(\hat{\sigma}_{2}^{2 U} / \hat{\sigma}_{1}^{2 U}-\sigma_{2}^{2} / \sigma_{1}^{2}\right) \rightarrow\left(\sigma_{2}^{2} / \sigma_{1}^{2}\right)\left\{\left(Y_{1}-Y_{2}\right)-\left(\theta_{1}-\theta_{2}\right)\right\}
$$

Also from (5.3) and (5.4),

$$
\sqrt{m}\left(\hat{\sigma}_{2}^{2 S} / \hat{\sigma}_{1}^{2 S}-\sigma_{2}^{2} / \sigma_{1}^{2}\right) \rightarrow\left(\sigma_{2}^{2} / \sigma_{1}^{2}\right)\left\{\left(\max \left(Y_{1}, 0\right)-\max \left(Y_{2}, 0\right)\right)-\left(\theta_{1}-\theta_{2}\right)\right\}
$$

This shows that the estimation of the ratio of the variances can be approximated by the estimation of the difference of the positive means of normal distributions. Thus, the estimation of the mean difference can be motivated from the estimation of ratio of variances.
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